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## Prologue

In the area of "Numerical Methods for Differential Equations", it seems very hard to find a textbook incorporating mathematical, physical, and engineering issues of numerical methods in a synergistic fashion. So the first goal of this lecture note is to provide students a convenient textbook that addresses both physical and mathematical aspects of numerical methods for partial differential equations (PDEs).

In solving PDEs numerically, the following are essential to consider:

- physical laws governing the differential equations (physical understanding),
- stability/accuracy analysis of numerical methods (mathematical understanding),
- issues/difficulties in realistic applications, and
- implementation techniques (efficiency of human efforts).

In organizing the lecture note, I am indebted by Ferziger and Peric [23], Johnson [32], Strikwerda [64], and Varga [68], among others. Currently the lecture note is not fully grown up; other useful techniques would be soon incorporated. Any questions, suggestions, comments will be deeply appreciated.
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## Chapter 1

## Mathematical Preliminaries

In the approximation of derivatives, we consider the Taylor series expansion and the curve-fitting as two of most popular tools. This chapter begins with a brief review for these introductory techniques, followed by finite difference schemes, and an overview of partial differential equations (PDEs).

In the study of numerical methods for PDEs, experiments such as the implementation and running of computational codes are necessary to understand the detailed properties/behaviors of the numerical algorithm under consideration. However, these tasks often take a long time so that the work can hardly be finished in a desired period of time. Particularly, it is the case for the graduate students in classes of numerical PDEs. Basic software will be provided to help you experience numerical methods satisfactorily.

### 1.1. Taylor's Theorem \& Polynomial Fitting

While the differential equations are defined on continuous variables, their numerical solutions must be computed on a finite number of discrete points. The derivatives should be approximated appropriately to simulate the physical phenomena accurately and efficiently. Such approximations require various mathematical and computational tools. In this section we present a brief review for the Taylor's series and the curve fitting.
Theorem 1.1. (Taylor's Theorem). Assume that $u \in C^{n+1}[a, b]$ and let $c \in[a, b]$. Then, for every $x \in(a, b)$, there is a point $\xi$ that lies between $x$ and $c$ such that

$$
\begin{equation*}
u(x)=p_{n}(x)+E_{n+1}(x), \tag{1.1}
\end{equation*}
$$

where $p_{n}$ is a polynomial of degree $\leq n$ and $E_{n+1}$ denotes the remainder defined as

$$
p_{n}(x)=\sum_{k=0}^{n} \frac{u^{(k)}(c)}{k!}(x-c)^{k}, \quad E_{n+1}(x)=\frac{u^{(n+1)}(\xi)}{(n+1)!}(x-c)^{n+1} .
$$

The formula (1.1) can be rewritten for $u(x+h)$ (about $x$ ) as follows: for $x, x+h \in(a, b)$,

$$
\begin{equation*}
u(x+h)=\sum_{k=0}^{n} \frac{u^{(k)}(x)}{k!} h^{k}+\frac{u^{(n+1)}(\xi)}{(n+1)!} h^{n+1} \tag{1.2}
\end{equation*}
$$

## Curve fitting

Another useful tool in numerical analysis is the curve fitting. It is often the case that the solution must be represented as a continuous function rather than a collection of discrete values. For example, when the function is to be evaluated at a point which is not a grid point, the function must be interpolated near the point before the evaluation.

First, we introduce the existence theorem for interpolating polynomials.
Theorem 1.2. Let $x_{0}, x_{1}, \cdots, x_{N}$ be a set of distinct points. Then, for arbitrary real values $y_{0}, y_{1}, \cdots, y_{N}$, there is a unique polynomial $p_{N}$ of degree $\leq N$ such that

$$
p_{N}\left(x_{i}\right)=y_{i}, \quad i=0,1, \cdots, N .
$$

## Lagrange interpolating polynomial

Let $\left\{a=x_{0}<x_{1}<\cdots<x_{N}=b\right\}$ be a partition of the interval $[a, b]$.
Then, the Lagrange form of interpolating polynomial is formulated as a linear combination of the so-called cardinal functions:

$$
\begin{equation*}
p_{N}(x)=\sum_{i=0}^{N} L_{N, i}(x) u\left(x_{i}\right) . \tag{1.3}
\end{equation*}
$$

Here the cardinal functions are defined as

$$
\begin{equation*}
L_{N, i}(x)=\prod_{\substack{j=0 \\ j \neq i}}^{N}\left(\frac{x-x_{j}}{x_{i}-x_{j}}\right) \in \mathbf{P}_{N} \tag{1.4}
\end{equation*}
$$

where $\mathbf{P}_{N}$ is the set of polynomials of degree $\leq N$, which satisfy

$$
L_{N, i}\left(x_{j}\right)=\delta_{i j}, \quad i, j=0,1, \cdots, N .
$$

## Newton polynomial

The Newton form of the interpolating polynomial that interpolates $u$ at $\left\{x_{0}, x_{1}, \cdots, x_{N}\right\}$ is given as

$$
\begin{equation*}
p_{N}(x)=\sum_{k=0}^{N}\left[a_{k} \prod_{j=0}^{k-1}\left(x-x_{j}\right)\right] \tag{1.5}
\end{equation*}
$$

where the coefficients $a_{k}, k=0,1, \cdots, N$, can be computed as divided differences

$$
\begin{equation*}
a_{k}=u\left[x_{0}, x_{1}, \cdots, x_{k}\right] . \tag{1.6}
\end{equation*}
$$

Definition 1.3. (Divided Differences). The divided differences for the function $u(x)$ are defined as

$$
\begin{align*}
& u\left[x_{j}\right]=u\left(x_{j}\right) \\
& u\left[x_{j}, x_{j+1}\right]=\frac{u\left[x_{j+1}\right]-u\left[x_{j}\right]}{x_{j+1}-x_{j}}  \tag{1.7}\\
& u\left[x_{j}, x_{j+1}, x_{j+2}\right]=\frac{u\left[x_{j+1}, x_{j+2}\right]-u\left[x_{j}, x_{j+1}\right]}{x_{j+2}-x_{j}}
\end{align*}
$$

and the recursive rule for higher-order divided differences is

$$
\begin{align*}
& u\left[x_{j}, x_{j+1}, \cdots, x_{m}\right] \\
& \quad=\frac{u\left[x_{j+1}, x_{j+2}, \cdots, x_{m}\right]-u\left[x_{j}, x_{j+1}, \cdots, x_{m-1}\right]}{x_{m}-x_{j}} \tag{1.8}
\end{align*}
$$

for $j<m$.

Table 1.1: Divided-difference table for $u(x)$.

| $x_{j}$ | $u\left[x_{j}\right]$ | $u[]$, | $u[,]$, | $u[,,]$, | $u[,,,]$, |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{0}$ | $u\left[x_{0}\right]$ |  |  |  |  |
| $x_{1}$ | $u\left[x_{1}\right]$ | $u\left[x_{0}, x_{1}\right]$ |  |  |  |
| $x_{2}$ | $u\left[x_{2}\right]$ | $u\left[x_{1}, x_{2}\right]$ | $u\left[x_{0}, x_{1}, x_{2}\right]$ |  |  |
| $x_{3}$ | $u\left[x_{3}\right]$ | $u\left[x_{2}, x_{3}\right]$ | $u\left[x_{1}, x_{2}, x_{3}\right]$ | $u\left[x_{0}, x_{1}, x_{2}, x_{3}\right]$ |  |
| $x_{4}$ | $u\left[x_{4}\right]$ | $u\left[x_{3}, x_{4}\right]$ | $u\left[x_{2}, x_{3}, x_{4}\right]$ | $u\left[x_{1}, x_{2}, x_{3}, x_{4}\right]$ | $u\left[x_{0}, x_{1}, x_{2}, x_{3}, x_{4}\right]$ |

## Example

## 

Determine the Newton interpolating polynomial for the data:

| $x$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $y$ | 1 | 3 | -5 | 13 |

## Solution:

with(Student $[$ NumericalAnalysis $])$ :
$x y:=[[0,1],[1,3],[2,-5],[3,13]]:$
$N:=$ PolynomialInterpolation(xy, independentvar $=x$, method
= newton) :
Interpolant ( $N$ )

$$
\begin{equation*}
1+2 x-5 x(x-1)+6 x(x-1)(x-2) \tag{1}
\end{equation*}
$$

DividedDifferenceTable( $N$ )

$$
\left[\begin{array}{rrrr}
1 & 0 & 0 & 0  \tag{2}\\
3 & 2 & 0 & 0 \\
-5 & -8 & -5 & 0 \\
13 & 18 & 13 & 6
\end{array}\right]
$$

Figure 1.1: A Maple program

## Interpolation Error Theorem

Theorem 1.4. (Interpolation Error Theorem). Let the interval be partitioned into $\left\{a=x_{0}<x_{1}<\cdots<x_{N}=b\right\}$ and $p_{N}$ interpolate $u$ at the nodal points of the partitioning. Assume that $u^{(N+1)}(x)$ exists for each $x \in[a, b]$. Then, there is a point $\xi \in[a, b]$ such that

$$
\begin{equation*}
u(x)=p_{N}(x)+\frac{u^{(N+1)}(\xi)}{(N+1)!} \prod_{j=0}^{N}\left(x-x_{j}\right), \quad \forall x \in[a, b] . \tag{1.9}
\end{equation*}
$$

Further, assume that the points are uniformly spaced and $\max _{x \in[a, b]}\left|u^{(N+1)}(x)\right| \leq$ $M$, for some $M>0$. Then,

$$
\begin{equation*}
\max _{x \in[a, b]}\left|u(x)-p_{N}(x)\right| \leq \frac{M}{4(N+1)}\left(\frac{b-a}{N}\right)^{N+1} . \tag{1.10}
\end{equation*}
$$

### 1.2. Finite Differences

In this section, we present bases of finite difference (FD) approximations. Taylor series approaches are more popular than curve-fitting approaches; however, higher-order FD schemes can be easily obtained by curve-fitting approaches, although grid points are not uniformly spaced.

### 1.2.1. Uniformly spaced grids

- Let $h=(b-a) / N$, for some positive integer $N$, and

$$
x_{i}=a+i h, \quad i=0,1, \cdots, N .
$$

- Define $u_{i}=u\left(x_{i}\right), i=0,1, \cdots, N$.

Then, it follows from (1.2) that
(a) $u_{i+1}=u_{i}+u_{x}\left(x_{i}\right) h+\frac{u_{x x}\left(x_{i}\right)}{2!} h^{2}+\frac{u_{x x x}\left(x_{i}\right)}{3!} h^{3}$

$$
\begin{equation*}
+\frac{u_{x x x x}\left(x_{i}\right)}{4!} h^{4}+\frac{u_{x x x x x}\left(x_{i}\right)}{5!} h^{5}+\cdots \tag{1.11}
\end{equation*}
$$

(b) $u_{i-1}=u_{i}-u_{x}\left(x_{i}\right) h+\frac{u_{x x}\left(x_{i}\right)}{2!} h^{2}-\frac{u_{x x x}\left(x_{i}\right)}{3!} h^{3}$

$$
+\frac{u_{x x x x}\left(x_{i}\right)}{4!} h^{4}-\frac{u_{x x x x x}\left(x_{i}\right)}{5!} h^{5}+\cdots .
$$

## One-sided FD operators

Solve the above equations for $u_{x}\left(x_{i}\right)$ to have

$$
\begin{align*}
u_{x}\left(x_{i}\right)= & \frac{u_{i+1}-u_{i}}{h}-\frac{u_{x x}\left(x_{i}\right)}{2!} h-\frac{u_{x x x}\left(x_{i}\right)}{3!} h^{2} \\
& -\frac{u_{x x x x}\left(x_{i}\right)}{4!} h^{3}+\cdots,  \tag{1.12}\\
u_{x}\left(x_{i}\right)= & \frac{u_{i}-u_{i-1}}{h}+\frac{u_{x x}\left(x_{i}\right)}{2!} h-\frac{u_{x x x}\left(x_{i}\right)}{3!} h^{2} \\
& +\frac{u_{x x x x}\left(x_{i}\right)}{4!} h^{3}-\cdots .
\end{align*}
$$

By truncating the terms including $h^{k}, k=1,2, \cdots$, we define the first-order FD schemes

$$
\begin{align*}
& u_{x}\left(x_{i}\right) \approx D_{x}^{+} u_{i}:=\frac{u_{i+1}-u_{i}}{h}, \quad \text { (forward) }  \tag{1.13}\\
& u_{x}\left(x_{i}\right) \approx D_{x}^{-} u_{i}:=\frac{u_{i}-u_{i-1}}{h}, \quad \text { (backward) }
\end{align*}
$$

where $D_{x}^{+}$and $D_{x}^{-}$are called the forward and backward difference operators, respectively.

## Central FD operators

The central second-order FD scheme for $u_{x}$ : Subtract (1.11.b) from (1.11.a) and divide the resulting equation by $2 h$.

$$
\begin{align*}
u_{x}\left(x_{i}\right)= & \frac{u_{i+1}-u_{i-1}}{2 h}-\frac{u_{x x x}\left(x_{i}\right)}{3!} h^{2}  \tag{1.14}\\
& -\frac{u_{x x x x x}\left(x_{i}\right)}{5!} h^{4}-\cdots
\end{align*}
$$

Thus the central second-order FD scheme reads

$$
\begin{equation*}
u_{x}\left(x_{i}\right) \approx D_{x}^{1} u_{i}:=\frac{u_{i+1}-u_{i-1}}{2 h} . \quad \text { (central) } \tag{1.15}
\end{equation*}
$$

Note that the central difference operator $D_{x}^{1}$ is the average of the forward and backward operators, i.e.,

$$
D_{x}^{1}=\frac{D_{x}^{+}+D_{x}^{-}}{2}
$$

A FD scheme for $u_{x x}\left(x_{i}\right)$ : Add the two equations in (1.11) and divide the resulting equation by $h^{2}$.

$$
\begin{align*}
u_{x x}\left(x_{i}\right)= & \frac{u_{i-1}-2 u_{i}+u_{i+1}}{h^{2}}-2 \frac{u_{x x x x}\left(x_{i}\right)}{4!} h^{2}  \tag{1.16}\\
& -2 \frac{u_{x x x x x x}\left(x_{i}\right)}{6!} h^{4}-\cdots
\end{align*}
$$

Thus the central second-order FD scheme for $u_{x x}$ at $x_{i}$ reads

$$
\begin{equation*}
u_{x x}\left(x_{i}\right) \approx D_{x}^{2} u_{i}:=\frac{u_{i-1}-2 u_{i}+u_{i+1}}{h^{2}} \tag{1.17}
\end{equation*}
$$

Note that

$$
\begin{equation*}
D_{x}^{2}=D_{x}^{-} D_{x}^{+}=D_{x}^{+} D_{x}^{-} \tag{1.18}
\end{equation*}
$$

### 1.2.2. General grids

## Taylor series approaches

For $\left\{a=x_{0}<x_{1}<\cdots<x_{N}=b\right\}$, a partition of the interval $[a, b]$, let

$$
h_{i}=x_{i}-x_{i-1}, \quad i=1,2, \cdots, N .
$$

The Taylor series expansions for $u_{i+1}$ and $u_{i-1}$ (about $x_{i}$ ) become

$$
\begin{align*}
\text { (a) } \begin{aligned}
u_{i+1}= & u_{i}+u_{x}\left(x_{i}\right) h_{i+1}+\frac{u_{x x}\left(x_{i}\right)}{2!} h_{i+1}^{2} \\
& +\frac{u_{x x x}\left(x_{i}\right)}{3!} h_{i+1}^{3}+\cdots \\
\text { (b) } u_{i-1}= & u_{i}-u_{x}\left(x_{i}\right) h_{i}+\frac{u_{x x}\left(x_{i}\right)}{2!} h_{i}^{2} \\
& -\frac{u_{x x x}\left(x_{i}\right)}{3!} h_{i}^{3}+\cdots
\end{aligned}
\end{align*}
$$

which correspond to (1.11).

## The second-order FD scheme for $\boldsymbol{u}_{\boldsymbol{x}}$

Multiply (1.19.b) by $r_{i}^{2}\left(:=\left(h_{i+1} / h_{i}\right)^{2}\right)$ and subtract the resulting equation from (1.19.a) to have

$$
\begin{aligned}
& u_{x}\left(x_{i}\right)= \frac{u_{i+1}-\left(1-r_{i}^{2}\right) u_{i}-r_{i}^{2} u_{i-1}}{h_{i+1}+r_{i}^{2} h_{i}} \\
&-\frac{h_{i+1}^{3}+r_{i}^{2} h_{i}^{3}}{6\left(h_{i+1}+r_{i}^{2} h_{i}\right)} u_{x x x}\left(x_{i}\right)-\cdots \\
&= \frac{h_{i}^{2} u_{i+1}+\left(h_{i+1}^{2}-h_{i}^{2}\right) u_{i}-h_{i+1}^{2} u_{i-1}}{h_{i} h_{i+1}\left(h_{i}+h_{i+1}\right)} \\
&-\frac{h_{i} h_{i+1}}{6} u_{x x x}\left(x_{i}\right)-\cdots
\end{aligned}
$$

Thus the second-order approximation for $u_{x}\left(x_{i}\right)$ becomes

$$
\begin{equation*}
u_{x}\left(x_{i}\right) \approx \frac{h_{i}^{2} u_{i+1}+\left(h_{i+1}^{2}-h_{i}^{2}\right) u_{i}-h_{i+1}^{2} u_{i-1}}{h_{i} h_{i+1}\left(h_{i}+h_{i+1}\right)} . \tag{1.20}
\end{equation*}
$$

Note: It is relatively easy to find the second-order FD scheme for $u_{x}$ in nonuniform grids, as just shown, using the Taylor series approach. However, for higher-order schemes, it requires a tedious work for the derivation. The curve fitting approached can be applied for the approximation of both $u_{x}$ and $u_{x x}$ more conveniently.


Figure 1.2: The curve fitting by the interpolating quadratic polynomial.

## Curve fitting approaches

An alternative way of obtaining FD approximations is to

- fit the function to an interpolating polynomial \&
- differentiate the resulting polynomial.

For example, the quadratic polynomial that interpolates $u$ at $\left\{x_{i-1}, x_{i}, x_{i+1}\right\}$ can be constructed as (see Figure 1.2)

$$
\begin{equation*}
p_{2}(x)=a_{0}+a_{1}\left(x-x_{i-1}\right)+a_{2}\left(x-x_{i-1}\right)\left(x-x_{i}\right), \tag{1.21}
\end{equation*}
$$

where the coefficients $a_{k}, k=0,1,2$, are determined by e.g. the divided differences:

$$
\begin{aligned}
& a_{0}=u_{i-1}, \quad a_{1}=\frac{u_{i}-u_{i-1}}{h_{i}} \\
& a_{2}=\frac{h_{i}\left(u_{i+1}-u_{i}\right)-h_{i+1}\left(u_{i}-u_{i-1}\right)}{h_{i} h_{i+1}\left(h_{i}+h_{i+1}\right)} .
\end{aligned}
$$

Thus

$$
\begin{align*}
u_{x}\left(x_{i}\right) & \approx p_{2}^{\prime}\left(x_{i}\right)=a_{1}+a_{2} h_{i} \\
& =\frac{h_{i}^{2} u_{i+1}+\left(h_{i+1}^{2}-h_{i}^{2}\right) u_{i}-h_{i+1}^{2} u_{i-1}}{h_{i} h_{i+1}\left(h_{i}+h_{i+1}\right)} \tag{1.22}
\end{align*}
$$

which is second-order and identical to (1.20).

## Higher-order FDs for $\boldsymbol{u}_{\boldsymbol{x}}\left(\boldsymbol{x}_{\boldsymbol{i}}\right)$

For higher-order approximations for $u_{x}\left(x_{i}\right)$, the function must be fit to higherdegree polynomials that interpolate $u$ at a larger set of grid points including $x_{i}$. For a fourth-order approximation, for example, we should construct a fourthdegree polynomial.

Let $p_{i-2,4}(x)$ be the fourth-order Newton polynomial that interpolates $u$ at $\left\{x_{i-2}, x_{i-1}, x_{i}, x_{i+1}, x_{i+2}\right\}$, i.e.,

$$
\begin{equation*}
p_{i-2,4}(x)=\sum_{k=0}^{4}\left[a_{i-2, k} \prod_{j=0}^{k-1}\left(x-x_{i-2+j}\right)\right] \tag{1.23}
\end{equation*}
$$

where

$$
a_{i-2, k}=u\left[x_{i-2}, x_{i-1}, \cdots, x_{i-2+k}\right], \quad k=0, \cdots, 4
$$

Then it follows from the Interpolation Error Theorem (1.9) that

$$
\begin{gathered}
u_{x}\left(x_{i}\right)=p_{i-2,4}^{\prime}\left(x_{i}\right) \\
+\frac{u^{(5)}(\xi)}{5!}\left(x_{i}-x_{i-2}\right)\left(x_{i}-x_{i-1}\right)\left(x_{i}-x_{i+1}\right)\left(x_{i}-x_{i+2}\right) .
\end{gathered}
$$

Therefore, under the assumption that $u^{(5)}(x)$ exists, $p_{i-2,4}^{\prime}\left(x_{i}\right)$ approximates $u_{x}\left(x_{i}\right)$ with a fourth-order truncation error.

## FDs for $\boldsymbol{u}_{\boldsymbol{x} \boldsymbol{x}}\left(\boldsymbol{x}_{\boldsymbol{i}}\right)$

The second-derivative $u_{x x}$ can be approximated by differentiating the interpolating polynomial twice. For example, from $p_{2}$ in (1.21), we have

$$
\begin{align*}
u_{x x}\left(x_{i}\right) \approx p_{2}^{\prime \prime}\left(x_{i}\right) & =2 \frac{h_{i}\left(u_{i+1}-u_{i}\right)-h_{i+1}\left(u_{i}-u_{i-1}\right)}{h_{i} h_{i+1}\left(h_{i}+h_{i+1}\right)}  \tag{1.24}\\
& =\frac{h_{i+1} u_{i-1}-\left(h_{i}+h_{i+1}\right) u_{i}+h_{i} u_{i+1}}{\frac{1}{2} h_{i} h_{i+1}\left(h_{i}+h_{i+1}\right)}
\end{align*}
$$

The above approximation has a first-order accuracy for general grids. However, it turns out to be second-order accurate when $h_{i}=h_{i+1}$; compare it with the one in (1.17).

A higher-order FD scheme for $u_{x x}$ can be obtained from the twice differentiation of $p_{i-2,4}$ in (1.23):

$$
\begin{equation*}
u_{x x}\left(x_{i}\right) \approx p_{i-2,4}^{\prime \prime}\left(x_{i}\right), \tag{1.25}
\end{equation*}
$$

which is a third-order approximation and becomes fourth-order for uniform grids.

The thumb of rule is to utilize higher-order interpolating polynomials for higher-order FD approximations.

### 1.3. Overview of PDEs

## Parabolic Equations

The one-dimensional (1D) differential equation

$$
\begin{equation*}
u_{t}-\alpha^{2} u_{x x}=f(x, t), \quad x \in(0, L), \tag{1.26}
\end{equation*}
$$

is a standard 1D parabolic equation, which is often called the heat/diffusion equation.

The equation models many physical phenomena such as heat distribution on a rod: $u(x, t)$ represents the temperature at the position $x$ and time $t, \alpha^{2}$ is the thermal diffusivity of the material, and $f(x, t)$ denotes a source/sink along the rod.

When the material property is not uniform along the rod, the coefficient $\alpha$ is a function of $x$. In this case, the thermal conductivity $K$ depends on the position $x$ and the heat equation becomes

$$
\begin{equation*}
u_{t}-\nabla \cdot\left(K(x) u_{x}\right)_{x}=f(x, t) . \tag{1.27}
\end{equation*}
$$

Note: To make the heat equation well-posed (existence, uniqueness, and stability), we have to supply an initial condition and appropriate boundary conditions on the both ends of the rod.

## Heat equation in 2D/3D

In 2 D or 3 D , the heat equations can be formulated as

$$
\begin{array}{cll}
u_{t}-\nabla \cdot(K \nabla u)=f, & (\mathbf{x}, t) \in \Omega \times[0, J] & \\
u(\mathbf{x}, t=0)=u_{0}(\mathbf{x}), & \mathbf{x} \in \Omega & \text { (IC) }  \tag{1.28}\\
u(\mathbf{x}, t)=g(\mathbf{x}, t), & (\mathbf{x}, t) \in \Gamma \times[0, J] & \text { (BC) }
\end{array}
$$

where $\Gamma=\partial \Omega$, the boundary of $\Omega$.

## Hyperbolic Equations

The second-order hyperbolic differential equation

$$
\begin{equation*}
\frac{1}{v^{2}} u_{t t}-u_{x x}=f(x, t), \quad x \in(0, L) \tag{1.29}
\end{equation*}
$$

is often called the wave equation. The coefficient $v$ is the wave velocity, while $f$ represents a source. The equation can be used to describe the vibration of a flexible string, for which $u$ denotes the displacement of the string.

In higher dimensions, the wave equation can be formulated similarly.

## Elliptic Equations

The second-order elliptic equations are obtained as the steady-state solutions (as $t \rightarrow \infty$ ) of the parabolic and hyperbolic equations. For example,

$$
\begin{align*}
-\nabla \cdot(K \nabla u)=f, & \mathbf{x} \in \Omega  \tag{1.30}\\
u(\mathbf{x})=g(\mathbf{x}), & \mathbf{x} \in \Gamma
\end{align*}
$$

represents a steady-state heat distribution for the given heat source $f$ and the boundary condition $g$.

## Fluid Mechanics

The 2D Navier-Stokes (NS) equations for viscous incompressible fluid flows:

Momentum equations

$$
\begin{align*}
& u_{t}+p_{x}-\frac{1}{R} \Delta u+\left(u^{2}\right)_{x}+(u v)_{y}=g_{1} \\
& v_{t}+p_{y}-\frac{1}{R} \Delta v+(u v)_{x}+\left(v^{2}\right)_{y}=g_{2} \tag{1.31}
\end{align*}
$$

Continuity equation

$$
u_{x}+v_{y}=0
$$

Here $(u, v)$ denote the velocity fields in $(x, y)$-directions, respectively, $p$ is the pressure, $R$ is the (dimensionless) Reynolds number, and ( $g_{1}, g_{2}$ ) are body forces. See e.g. [23] for computational methods for fluid dynamics.

## Finance Modeling

In option pricing, the most popular model is the Black-Scholes (BS) differential equation

$$
\begin{equation*}
u_{t}+\frac{1}{2} \sigma^{2} S^{2} \frac{\partial^{2} u}{\partial S^{2}}+r S \frac{\partial^{S}-}{\partial u^{S}} r u=0 \tag{1.32}
\end{equation*}
$$

Here

- $S(t)$ is the stock price at time $t$
- $u=u(S(t), t)$ denotes the price of an option on the stock
- $\sigma$ is the volatility of the stock
- $r$ is the (risk-free) interest rate

Note that the BS model is a backward parabolic equation, which needs a final condition at time $T$. For European calls, for example, we have the condition

$$
u(S, T)=\max (S-X, 0)
$$

while for a put option, the condition reads

$$
u(S, T)=\max (X-S, 0)
$$

where $X$ is the exercise price at the expiration date $T$.

- Call option: the right to buy the stock
- Put option: the right to sell the stock


## Image Processing

- As higher reliability and efficiency are required, PDE-based mathematical techniques have become important components of many research and processing areas, including image processing.
- PDE-based methods have been applied for various image processing tasks such as image denoising, interpolation, inpainting, segmentation, and object detection.


## Example: Image denoising

- Noise model:

$$
\begin{equation*}
f=u+\eta \tag{1.33}
\end{equation*}
$$

where $f$ is the observed (noisy) image, $u$ denotes the desired image, and $\eta$ is the noise.

- Optimization problem

Minimize the total variation (TV) with the constraint

$$
\begin{equation*}
\min _{u} \int_{\Omega}|\nabla u| d \mathbf{x} \quad \text { subj. to }\|f-u\|^{2}=\sigma^{2} . \tag{1.34}
\end{equation*}
$$

Using a Lagrange multiplier, the above minimization problem can be rewritten as

$$
\begin{equation*}
\min _{u}\left(\int_{\Omega}|\nabla u| d \mathbf{x}+\frac{\lambda}{2} \int_{\Omega}(f-u)^{2} d \mathbf{x}\right), \tag{1.35}
\end{equation*}
$$

from which we can derive the corresponding Euler-Lagrange equation

$$
\begin{equation*}
-\nabla \cdot\left(\frac{\nabla u}{|\nabla u|}\right)=\lambda(f-u), \tag{1.36}
\end{equation*}
$$

which is called the TV model in image denoising [58].

## Remarks:

- Many other image processing tasks (such as interpolation and inpainting) can be considered as "generalized denoising." For example, the main
issue in interpolation is to remove or significantly reduce artifacts of easy and traditional interpolation methods, and the artifacts can be viewed as noise [8, 34].
- Variants of the TV model can be applied for various image processing tasks.


## Numerical methods for PDEs

- Finite difference method: Simple, easiest technique. It becomes quite complex for irregular domains
- Finite element method: Most popular, due to most flexible over complex domains
- Finite volume method: Very popular in computational fluid dynamics (CFD).
- Surface integral over control volumes
- Locally conservative
- Spectral method: Powerful if the domain is simple and the solution is smooth.
- Boundary element method: Useful for PDEs which can be formulated as integral equations; it solves the problem on the boundary to find the solution over the whole domain.
- The algebraic system is often full
- Not many problems can be written as integral equations. for example, nonlinear equations
- Meshless/mesh-free method: Developed to overcome drawbacks of meshing and re-meshing, for example, in crack propagation problems and large deformation simulations


### 1.4. Difference Equations

In this section, we will consider solution methods and stability analysis for difference equations, as a warm-up problem.
Problem: Find a general form for $y_{n}$ by solving the recurrence relation

$$
\begin{align*}
& 2 y_{n+2}-5 y_{n+1}+2 y_{n}=0  \tag{1.37}\\
& y_{0}=2, \quad y_{1}=1
\end{align*}
$$

Solution: Let

$$
\begin{equation*}
y_{n}=\alpha^{n} . \tag{1.38}
\end{equation*}
$$

and plug it into the first equation of (1.37) to have

$$
2 \alpha^{n+2}-5 \alpha^{n+1}+2 \alpha^{n}=0
$$

which implies

$$
\begin{equation*}
2 \alpha^{2}-5 \alpha+2=0 \tag{1.39}
\end{equation*}
$$

The last equation is called the characteristic equation of the difference equation (1.37), of which the two roots are

$$
\alpha=2, \frac{1}{2} .
$$

Thus, the general solution of the difference equation reads

$$
\begin{equation*}
y_{n}=c_{1} 2^{n}+c_{2}\left(\frac{1}{2}\right)^{n}, \tag{1.40}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are constants. One can determine the constants using the initial conditions in (1.37).

$$
y_{0}=c_{1}+c_{2}=2, \quad y_{1}=2 c_{1}+\frac{c_{2}}{2}=1
$$

which implies

$$
\begin{equation*}
c_{1}=0, \quad c_{2}=2 \tag{1.41}
\end{equation*}
$$

What we have found is that

$$
\begin{equation*}
y_{n}=2\left(\frac{1}{2}\right)^{n}=2^{1-n} \tag{1.42}
\end{equation*}
$$

## A small change in the initial conditions

Now, consider another difference equation with a little bit different initial conditions from those in (1.37):

$$
\begin{align*}
& 2 w_{n+2}-5 w_{n+1}+2 w_{n}=0  \tag{1.43}\\
& w_{0}=2, w_{1}=1.01
\end{align*}
$$

Then, the difference equation has the general solution of the form as in (1.40):

$$
\begin{equation*}
w_{n}=c_{1} 2^{n}+c_{2}\left(\frac{1}{2}\right)^{n} . \tag{1.44}
\end{equation*}
$$

Using the new initial conditions, we have

$$
w_{0}=c_{1}+c_{2}=2, \quad w_{1}=2 c_{1}+\frac{c_{2}}{2}=1.01,
$$

Thus, the solution becomes

$$
\begin{equation*}
w_{n}=\frac{1}{150} 2^{n}+\frac{299}{150}\left(\frac{1}{2}\right)^{n} . \tag{1.45}
\end{equation*}
$$

## Comparison

| $y_{0}$ | $=2$ |  |
| ---: | :--- | :--- |
| $y_{1}$ | $=1$ |  |
|  | $\vdots$ | $w_{0}=2$ |
| $y_{10}$ | $=9.7656 \times 10^{-4}$ | $w_{10}=1.01$ |
|  | $\vdots$ |  |
| $y_{20}$ | $=9.5367 \times 10^{-7}$ | $w_{20}=6.8286$ |

Thus, the difference equation in (1.37) or (1.43) is unstable.

## Stability Theory

Physical Definition: A (FD) scheme is stable if a small change in the initial conditions produces a small change in the state of the system.

- Most aspects in the nature are stable.
- Some phenomena in the nature can be represented by differential equations (ODEs and PDEs), while they may be solved through difference equations.
- Although ODEs and PDEs are stable, their approximations (finite difference equations) may not be stable. In this case, the approximation is a failure.

Definition: A differential equation is

- stable if for every set of initial data, the solution remains bounded as $t \rightarrow \infty$.
- strongly stable if the solution approaches zero as $t \rightarrow \infty$.


## Stability of difference equations

Theorem 1.5. A finite difference equation is stable if and only if
(a) $|\alpha| \leq 1$ for all roots of the characteristic equation, and
(b) if $|\alpha|=1$ for some root, then the root is simple.

Theorem 1.6. A finite difference equation is strongly stable if and only if $|\alpha|<1$ for all roots of the characteristic equation.

### 1.5. Homework

1. For an interval $[a, b]$, let the grid be uniform:

$$
\begin{equation*}
x_{i}=i h+a ; \quad i=0,1, \cdots, N, \quad h=\frac{b-a}{N} . \tag{1.46}
\end{equation*}
$$

Second-order schemes for $u_{x}$ and $u_{x x}$, on the uniform grid given as in (1.46), respectively read

$$
\begin{align*}
& u_{x}\left(x_{i}\right) \approx D_{x}^{1} u_{i}=\frac{u_{i+1}-u_{i-1}}{2 h}  \tag{1.47}\\
& u_{x x}\left(x_{i}\right) \approx D_{x}^{2} u_{i}=D_{x}^{+} D_{x}^{-} u_{i}=\frac{u_{i-1}-2 u_{i}+u_{i+1}}{h^{2}} .
\end{align*}
$$

(a) Use Divided Differences to construct the second-order Newton polynomial $p_{2}(x)$ which passes $\left(x_{i-1}, u_{i-1}\right),\left(x_{i}, u_{i}\right)$, and $\left(x_{i+1}, u_{i+1}\right)$.
(b) Evaluate $p_{2}^{\prime}\left(x_{i}\right)$ and $p_{2}^{\prime \prime}\left(x_{i}\right)$ to compare with the FD schemes in (1.47).
2. Find the general solution of each of the following difference equations:
(a) $y_{n+1}=3 y_{n}$
(b) $y_{n+1}=3 y_{n}+2$
(c) $y_{n+2}-8 y_{n+1}+12 y_{n}=0$
(d) $y_{n+2}-6 y_{n+1}+9 y_{n}=1$
3. Determine, for each of the following difference equations, whether it is stable or unstable.
(a) $y_{n+2}-5 y_{n+1}+6 y_{n}=0$
(b) $8 y_{n+2}+2 y_{n+1}-3 y_{n}=0$
(c) $3 y_{n+2}+y_{n}=0$
(d) $4 y_{n+4}+5 y_{n+2}+y_{n}=0$

## Chapter 2

## Numerical Methods for ODEs

The first-order initial value problem (IVP) is formulated as follows: find $\left\{y_{i}(x)\right.$ : $i=1,2, \cdots, M\}$ satisfying

$$
\begin{align*}
\frac{d y_{i}}{d x} & =f_{i}\left(x, y_{1}, y_{2}, \cdots, y_{M}\right), \quad i=1,2, \cdots, M,  \tag{2.1}\\
y_{i}\left(x_{0}\right) & =y_{i 0},
\end{align*}
$$

for a prescribed initial values $\left\{y_{i 0}: i=1,2, \cdots, M\right\}$.
We assume that (2.1) admits a unique solution in a neighborhood of $x_{0}$.
For simplicity, we consider the case $M=1$ :

$$
\begin{align*}
& \frac{d y}{d x}=f(x, y),  \tag{2.2}\\
& y\left(x_{0}\right)=y_{0} .
\end{align*}
$$

It is known that if $f$ and $\partial f / \partial y$ are continuous in a strip $(a, b) \times \mathbb{R}$ containing $\left(x_{0}, y_{0}\right)$, then (2.2) has a unique solution in an interval $I$, where $x_{0} \in I \subset(a, b)$.

In the following, we describe step-by-step methods for (2.2); that is, we start from $y_{0}=y\left(x_{0}\right)$ and proceed stepwise.

- In the first step, we compute $y_{1}$ which approximate the solution $y$ of (2.2) at $x=x_{1}=x_{0}+h$, where $h$ is the step size.
- The second step computes an approximate value $y_{2}$ of the solution at $x=$ $x_{2}=x_{0}+2 h$, etc. .

We first introduce the Taylor-series methods for (2.2), followed by RungeKutta methods and multi-step methods. All of these methods are applicable straightforwardly to (2.1).

### 2.1. Taylor-Series Methods

Here we rewrite the initial value problem (IVP):

$$
\begin{cases}y^{\prime} & =f(x, y)  \tag{2.3}\\ y\left(x_{0}\right) & =y_{0}\end{cases}
$$

For the problem, a continuous approximation to the solution $y(x)$ will not be obtained; instead, approximations to $y$ will be generated at various points, called mesh points, in the interval $\left[x_{0}, T\right]$ for some $T>x_{0}$.

Let

- $h=\left(T-x_{0}\right) / n_{t}$, for an integer $n_{t} \geq 1$
- $x_{n}=x_{0}+n h, n=0,1,2, \cdots, n_{t}$
- $y_{n}$ be the approximate solution of $y$ at $x_{n}$


### 2.1.1. The Euler method

Let us try to find an approximation of $y\left(x_{1}\right)$, marching through the first subinterval $\left[x_{0}, x_{1}\right]$ and using a Taylor-series involving only up to the first-derivative of $y$.

Consider the Taylor series

$$
\begin{equation*}
y(x+h)=y(x)+h y^{\prime}(x)+\frac{h^{2}}{2} y^{\prime \prime}(x)+\cdots . \tag{2.4}
\end{equation*}
$$

Letting $x=x_{0}$ and utilizing $y\left(x_{0}\right)=y_{0}$ and $y^{\prime}\left(x_{0}\right)=f\left(x_{0}, y_{0}\right)$, the value $y\left(x_{1}\right)$ can be approximated by

$$
\begin{equation*}
y_{1}=y_{0}+h f\left(x_{0}, y_{0}\right), \tag{2.5}
\end{equation*}
$$

where the second- and higher-order terms of $h$ are ignored.
Such an idea can be applied recursively for the computation of solution on later subintervals. Indeed, since

$$
y\left(x_{2}\right)=y\left(x_{1}\right)+h y^{\prime}\left(x_{1}\right)+\frac{h^{2}}{2} y^{\prime \prime}\left(x_{1}\right)+\cdots
$$

by replacing $y\left(x_{1}\right)$ and $y^{\prime}\left(x_{1}\right)$ with $y_{1}$ and $f\left(x_{1}, y_{1}\right)$, respectively, we obtain

$$
\begin{equation*}
y_{2}=y_{1}+h f\left(x_{1}, y_{1}\right) \tag{2.6}
\end{equation*}
$$

which approximates the solution at $x_{2}=x_{0}+2 h$.


Figure 2.1: The Euler method.
In general, for $n \geq 0$,

$$
\begin{equation*}
y_{n+1}=y_{n}+h f\left(x_{n}, y_{n}\right) \tag{2.7}
\end{equation*}
$$

which is called the Euler method.
Geometrically it is an approximation of the curve $\{x, y(x)\}$ by a polygon of which the first side is tangent to the curve at $x_{0}$, as shown in Figure 2.1. For example, $y_{1}$ is determined by moving the point $\left(x_{0}, y_{0}\right)$ by the length of $h$ with the slope $f\left(x_{0}, y_{0}\right)$.

## Convergence of the Euler method

Theorem 2.1. Let $f$ satisfy the Lipschitz condition in its second variable, i.e., there is $\lambda>0$ such that

$$
\begin{equation*}
\left\|f\left(x, y_{1}\right)-f\left(x, y_{2}\right)\right\| \leq \lambda\left\|y_{1}-y_{2}\right\|, \quad \forall y_{1}, y_{2} . \tag{2.8}
\end{equation*}
$$

Then, the Euler method is convergent; more precisely,

$$
\begin{equation*}
\left\|y_{n}-y\left(x_{n}\right)\right\| \leq \frac{C}{\lambda} h\left[(1+\lambda h)^{n}-1\right], \quad n=0,1,2, \cdots . \tag{2.9}
\end{equation*}
$$

Proof. The true solution $y$ satisfies

$$
\begin{equation*}
y\left(x_{n+1}\right)=y\left(x_{n}\right)+h f\left(x_{n}, y\left(x_{n}\right)\right)+\mathcal{O}\left(h^{2}\right) . \tag{2.10}
\end{equation*}
$$

Thus it follows from (2.7) and (2.10) that

$$
\begin{aligned}
e_{n+1} & =e_{n}+h\left[f\left(x_{n}, y_{n}\right)-f\left(x_{n}, y\left(x_{n}\right)\right)\right]+\mathcal{O}\left(h^{2}\right) \\
& =e_{n}+h\left[f\left(x_{n}, y\left(x_{n}\right)+e_{n}\right)-f\left(x_{n}, y\left(x_{n}\right)\right)\right]+\mathcal{O}\left(h^{2}\right),
\end{aligned}
$$

where $e_{n}=y_{n}-y\left(x_{n}\right)$. Utilizing (2.8), we have

$$
\begin{equation*}
\left\|e_{n+1}\right\| \leq(1+\lambda h)\left\|e_{n}\right\|+C h^{2} \tag{2.11}
\end{equation*}
$$

Here we will prove (2.9) by using (2.11) and induction. It holds trivially when $n=0$. Suppose it holds for $n$. Then,

$$
\begin{aligned}
\left\|e_{n+1}\right\| & \leq(1+\lambda h)\left\|e_{n}\right\|+C h^{2} \\
& \leq(1+\lambda h) \cdot \frac{C}{\lambda} h\left[(1+\lambda h)^{n}-1\right]+C h^{2} \\
& =\frac{C}{\lambda} h\left[(1+\lambda h)^{n+1}-(1+\lambda h)\right]+C h^{2} \\
& =\frac{C}{\lambda} h\left[(1+\lambda h)^{n+1}-1\right],
\end{aligned}
$$

which completes the proof.

### 2.1.2. Higher-order Taylor methods

These methods are based on Taylor series expansion.
If we expand the solution $y(x)$, in terms of its $m$ th-order Taylor polynomial about $x_{n}$ and evaluated at $x_{n+1}$, we obtain

$$
\begin{align*}
y\left(x_{n+1}\right)= & y\left(x_{n}\right)+h y^{\prime}\left(x_{n}\right)+\frac{h^{2}}{2!} y^{\prime \prime}\left(x_{n}\right)+\cdots  \tag{2.12}\\
& +\frac{h^{m}}{m!} y^{(m)}\left(x_{n}\right)+\frac{h^{m+1}}{(m+1)!} y^{(m+1)}\left(\xi_{n}\right) .
\end{align*}
$$

Successive differentiation of the solution, $y(x)$, gives

$$
y^{\prime}(x)=f(x, y(x)), y^{\prime \prime}(x)=f^{\prime}(x, y(x)), \cdots,
$$

and generally,

$$
\begin{equation*}
y^{(k)}(x)=f^{(k-1)}(x, y(x)) . \tag{2.13}
\end{equation*}
$$

Thus, we have

$$
\begin{align*}
y\left(x_{n+1}\right)= & y\left(x_{n}\right)+h f\left(x_{n}, y\left(x_{n}\right)\right)+\frac{h^{2}}{2!} f^{\prime}\left(x_{n}, y\left(x_{n}\right)\right)+\cdots \\
& +\frac{h^{m}}{m!} f^{(m-1)}\left(x_{n}, y\left(x_{n}\right)\right)+\frac{h^{m+1}}{(m+1)!} f^{(m)}\left(\xi_{n}, y\left(\xi_{n}\right)\right) \tag{2.14}
\end{align*}
$$

The Taylor method of order $\boldsymbol{m}$ corresponding to (2.14) is obtained by deleting the remainder term involving $\xi_{n}$ :

$$
\begin{equation*}
y_{n+1}=y_{n}+h T_{m}\left(x_{n}, y_{n}\right), \tag{2.15}
\end{equation*}
$$

where

$$
\begin{align*}
T_{m}\left(x_{n}, y_{n}\right)= & f\left(x_{n}, y_{n}\right)+\frac{h}{2!} f^{\prime}\left(x_{n}, y_{n}\right)+\cdots  \tag{2.16}\\
& +\frac{h^{m-1}}{m!} f^{(m-1)}\left(x_{n}, y_{n}\right)
\end{align*}
$$

## Remarks

- $m=1 \Rightarrow y_{n+1}=y_{n}+h f\left(x_{n}, y_{n}\right)$
which is the Euler method.
- $m=2 \Rightarrow y_{n+1}=y_{n}+h\left[f\left(x_{n}, y_{n}\right)+\frac{h}{2} f^{\prime}\left(x_{n}, y_{n}\right)\right]$
- As $m$ increases, the method achieves higher-order accuracy; however, it requires to compute derivatives of $f(x, y(x))$.


## Example: For the initial-value problem

$$
\begin{equation*}
y^{\prime}=y-x^{3}+x+1, \quad y(0)=0.5 \tag{2.17}
\end{equation*}
$$

find $T_{3}(x, y)$.

- Solution: Since $y^{\prime}=f(x, y)=y-x^{3}+x+1$,

$$
\begin{aligned}
f^{\prime}(x, y) & =y^{\prime}-3 x^{2}+1 \\
& =\left(y-x^{3}+x+1\right)-3 x^{2}+1 \\
& =y-x^{3}-3 x^{2}+x+2
\end{aligned}
$$

and

$$
\begin{aligned}
f^{\prime \prime}(x, y) & =y^{\prime}-3 x^{2}-6 x+1 \\
& =\left(y-x^{3}+x+1\right)-3 x^{2}-6 x+1 \\
& =y-x^{3}-3 x^{2}-5 x+2
\end{aligned}
$$

Thus

$$
\begin{aligned}
T_{3}(x, y)= & f(x, y)+\frac{h}{2} f^{\prime}(x, y)+\frac{h^{2}}{6} f^{\prime \prime}(x, y) \\
= & y-x^{3}+x+1+\frac{h}{2}\left(y-x^{3}-3 x^{2}+x+2\right) \\
& +\frac{h^{2}}{6}\left(y-x^{3}-3 x^{2}-5 x+2\right)
\end{aligned}
$$

### 2.2. Runge-Kutta Methods

The Taylor-series method of the preceding section has the drawback of requiring the computation of derivatives of $f(x, y)$. This is a tedious and timeconsuming procedure for most cases, which makes the Taylor methods seldom used in practice.

Runge-Kutta methods have high-order local truncation error of the Taylor methods but eliminate the need to compute and evaluate the derivatives of $f(x, y)$. That is, the Runge-Kutta Methods are formulated, incorporating a weighted average of slopes, as follows:

$$
\begin{equation*}
y_{n+1}=y_{n}+h\left(w_{1} K_{1}+w_{2} K_{2}+\cdots+w_{m} K_{m}\right), \tag{2.18}
\end{equation*}
$$

where

- $w_{j} \geq 0$ and $w_{1}+w_{2}+\cdots+w_{m}=1$
- $K_{j}$ are recursive evaluations of the slope $f(x, y)$
- Need to determine $w_{j}$ and other parameters to satisfy

$$
\begin{equation*}
w_{1} K_{1}+w_{2} K_{2}+\cdots+w_{m} K_{m} \approx T_{m}\left(x_{n}, y_{n}\right)+\mathcal{O}\left(h^{m}\right) \tag{2.19}
\end{equation*}
$$

That is, Runge-Kutta methods evaluate an average slope of $f(x, y)$ on the interval $\left[x_{n}, x_{n+1}\right]$ in the same order of accuracy as the $m$ th-order Taylor method.

### 2.2.1. Second-order Runge-Kutta method

Formulation:

$$
\begin{equation*}
y_{n+1}=y_{n}+h\left(w_{1} K_{1}+w_{2} K_{2}\right) \tag{2.20}
\end{equation*}
$$

where

$$
\begin{aligned}
& K_{1}=f\left(x_{n}, y_{n}\right) \\
& K_{2}=f\left(x_{n}+\alpha h, y_{n}+\beta h K_{1}\right)
\end{aligned}
$$

Requirement: Determine $w_{1}, w_{2}, \alpha, \beta$ such that

$$
\begin{aligned}
w_{1} K_{1}+w_{2} K_{2} & =T_{2}\left(x_{n}, y_{n}\right)+\mathcal{O}\left(h^{2}\right) \\
& =f\left(x_{n}, y_{n}\right)+\frac{h}{2} f^{\prime}\left(x_{n}, y_{n}\right)+\mathcal{O}\left(h^{2}\right)
\end{aligned}
$$

Derivation: For the left-hand side of (2.20), the Taylor series reads

$$
y(x+h)=y(x)+h y^{\prime}(x)+\frac{h^{2}}{2} y^{\prime \prime}(x)+\mathcal{O}\left(h^{3}\right) .
$$

Since $y^{\prime}=f$ and $y^{\prime \prime}=f_{x}+f_{y} y^{\prime}=f_{x}+f_{y} f$,

$$
\begin{equation*}
y(x+h)=y(x)+h f+\frac{h^{2}}{2}\left(f_{x}+f_{y} f\right)+\mathcal{O}\left(h^{3}\right) . \tag{2.21}
\end{equation*}
$$

On the other hand, the right-side of (2.20) can be reformulated as

$$
\begin{aligned}
y & +h\left(w_{1} K_{1}+w_{2} K_{2}\right) \\
& =y+w_{1} h f(x, y)+w_{2} h f\left(x+\alpha h, y+\beta h K_{1}\right) \\
& =y+w_{1} h f+w_{2} h\left(f+\alpha h f_{x}+\beta h f_{y} f\right)+\mathcal{O}\left(h^{3}\right)
\end{aligned}
$$

which reads

$$
\begin{align*}
& y+h\left(w_{1} K_{1}+w_{2} K_{2}\right)  \tag{2.22}\\
& \quad=y+\left(w_{1}+w_{2}\right) h f+h^{2}\left(w_{2} \alpha f_{x}+w_{2} \beta f_{y} f\right)+\mathcal{O}\left(h^{3}\right)
\end{align*}
$$

The comparison of (2.21) and (2.22) drives the following result, for the second-order Runge-Kutta methods.
Results:

$$
\begin{equation*}
w_{1}+w_{2}=1, \quad w_{2} \alpha=\frac{1}{2}, \quad w_{2} \beta=\frac{1}{2} \tag{2.23}
\end{equation*}
$$

## Common Choices:

I. $w_{1}=w_{2}=\frac{1}{2}, \quad \alpha=\beta=1$

Then, the algorithm becomes

$$
\begin{equation*}
y_{n+1}=y_{n}+\frac{h}{2}\left(K_{1}+K_{2}\right) \tag{2.24}
\end{equation*}
$$

where

$$
\begin{aligned}
& K_{1}=f\left(x_{n}, y_{n}\right) \\
& K_{2}=f\left(x_{n}+h, y_{n}+h K_{1}\right)
\end{aligned}
$$

This algorithm is the second-order Runge-Kutta (RK2) method, which is also known as the Heun's method.
II. $w_{1}=0, w_{2}=1, \alpha=\beta=\frac{1}{2}$

For the choices, the algorithm reads

$$
\begin{equation*}
y_{n+1}=y_{n}+h f\left(x_{n}+\frac{h}{2}, y_{n}+\frac{h}{2} f\left(x_{n}, y_{n}\right)\right) \tag{2.25}
\end{equation*}
$$

which is also known as the modified Euler method.

### 2.2.2. Fourth-order Runge-Kutta method

## Formulation:

$$
\begin{equation*}
y_{n+1}=y_{n}+h\left(w_{1} K_{1}+w_{2} K_{2}+w_{3} K_{3}+w_{4} K_{4}\right) \tag{2.26}
\end{equation*}
$$

where

$$
\begin{aligned}
K_{1} & =f\left(x_{n}, y_{n}\right) \\
K_{2} & =f\left(x_{n}+\alpha_{1} h, y_{n}+\beta_{1} h K_{1}\right) \\
K_{3} & =f\left(x_{n}+\alpha_{2} h, y_{n}+\beta_{2} h K_{1}+\beta_{3} h K_{2}\right) \\
K_{4} & =f\left(x_{n}+\alpha_{3} h, y_{n}+\beta_{4} h K_{1}+\beta_{5} h K_{2}+\beta_{6} h K_{3}\right)
\end{aligned}
$$

Requirement: Determine $w_{j}, \alpha_{j}, \beta_{j}$ such that

$$
w_{1} K_{1}+w_{2} K_{2}+w_{3} K_{3}+w_{4} K_{4}=T_{4}\left(x_{n}, y_{n}\right)+\mathcal{O}\left(h^{4}\right)
$$

The most common choice: The most commonly used set of parameter values yields

$$
\begin{equation*}
y_{n+1}=y_{n}+\frac{h}{6}\left(K_{1}+2 K_{2}+2 K_{3}+K_{4}\right) \tag{2.27}
\end{equation*}
$$

where

$$
\begin{aligned}
K_{1} & =f\left(x_{n}, y_{n}\right) \\
K_{2} & =f\left(x_{n}+\frac{1}{2} h, y_{n}+\frac{1}{2} h K_{1}\right) \\
K_{3} & =f\left(x_{n}+\frac{1}{2} h, y_{n}+\frac{1}{2} h K_{2}\right) \\
K_{4} & =f\left(x_{n}+h, y_{n}+h K_{3}\right)
\end{aligned}
$$

The local truncation error for the above RK4 can be derived as

$$
\begin{equation*}
\frac{h^{5}}{5!} y^{(5)}\left(\xi_{n}\right) \tag{2.28}
\end{equation*}
$$

for some $\xi_{n} \in\left[x_{n}, x_{n+1}\right]$. Thus the global error becomes

$$
\begin{equation*}
\frac{\left(T-x_{0}\right) h^{4}}{5!} y^{(5)}(\xi) \tag{2.29}
\end{equation*}
$$

for some $\xi \in\left[x_{0}, T\right]$

### 2.2.3. Adaptive methods

- Accuracy of numerical methods can be improved by decreasing the step size.
- Decreasing the step size $\approx$ Increasing the computational cost
- There may be subintervals where a relatively large step size suffices and other subintervals where a small step is necessary to keep the truncation error within a desired limit.
- An adaptive method is a numerical method which uses a variable step size.
- Example: Runge-Kutta-Fehlberg method (RKF45), which uses RK5 to estimate local truncation error of RK4.


### 2.3. Accuracy Comparison for One-Step Methods

For an accuracy comparison among the one-step methods presented in the previous sections, consider the motion of the spring-mass system:

$$
\begin{align*}
& y^{\prime \prime}(t)+\frac{\kappa}{m} y=\frac{F_{0}}{m} \cos (\mu t)  \tag{2.30}\\
& y(0)=c_{0}, \quad y^{\prime}(0)=0
\end{align*}
$$

where $m$ is the mass attached at the end of a spring of the spring constant $\kappa$, the term $F_{0} \cos (\mu t)$ is a periodic driving force of frequency $\mu$, and $c_{0}$ is the initial displacement from the equilibrium position.

- It is not difficult to find the analytic solution of (2.30):

$$
y(t)=A \cos (\omega t)+\frac{F_{0}}{m\left(\omega^{2}-\mu^{2}\right)} \cos (\mu t)
$$

where $\omega=\sqrt{\kappa / m}$ is the angular frequency and the coefficient $A$ is determined corresponding to $c_{0}$.

- Let $y_{1}=y$ and $y_{2}=-y_{1}^{\prime} / \omega$. Then, we can reformulate (2.30) as

$$
\begin{array}{ll}
y_{1}^{\prime}=-\omega y_{2}, & y_{0}(0)=c_{0}, \\
y_{2}^{\prime}=\omega y_{1}-\frac{F_{0}}{m \omega} \cos (\mu t), & y_{2}(0)=0 . \tag{2.31}
\end{array}
$$

See $\S 2.5$ on page 52 for high-order equations.

- The motion is periodic only if $\mu / \omega$ is a rational number. We choose

$$
\begin{equation*}
m=1, F_{0}=40, A=1\left(c_{0} \approx 1.33774\right), \omega=4 \pi, \mu=2 \pi \tag{2.32}
\end{equation*}
$$

Thus the fundamental period of the motion

$$
T=\frac{2 \pi q}{\omega}=\frac{2 \pi p}{\mu}=1
$$

See Figure 2.2 for the trajectory of the mass satisfying (2.31)-(2.32).


Figure 2.2: The trajectory of the mass satisfying (2.31)-(2.32).

## Accuracy comparison

Table 2.1: The $\ell^{2}$-error at $t=1$ for various time step sizes.

| $1 / h$ | Euler | Heun | RK4 |
| :---: | :--- | :--- | :--- |
| 100 | 1.19 | $3.31 \mathrm{E}-2$ | $2.61 \mathrm{E}-5$ |
| 200 | $4.83 \mathrm{E}-1(1.3)$ | $8.27 \mathrm{E}-3(2.0)$ | $1.63 \mathrm{E}-6(4.0)$ |
| 400 | $2.18 \mathrm{E}-1(1.1)$ | $2.07 \mathrm{E}-3(2.0)$ | $1.02 \mathrm{E}-7(4.0)$ |
| 800 | $1.04 \mathrm{E}-1(1.1)$ | $5.17 \mathrm{E}-4(2.0)$ | $6.38 \mathrm{E}-9(4.0)$ |

Table 2.1 presents the $\ell^{2}$-error at $t=1$ for various time step sizes $h$, defined as

$$
\left|\mathbf{y}_{n_{t}}^{h}-\mathbf{y}(1)\right|=\left(\left[y_{1, n_{t}}^{h}-y_{1}(1)\right]^{2}+\left[y_{2, n_{t}}^{h}-y_{2}(1)\right]^{2}\right)^{1 / 2},
$$

where $\mathbf{y}_{n_{t}}^{h}$ denotes the computed solution at the $n_{t}$-th time step with $h=1 / n_{t}$.

- The numbers in parenthesis indicate the order of convergence $\alpha$, defined
as

$$
\alpha:=\frac{\log (E(2 h) / E(h))}{\log 2}
$$

where $E(h)$ and $E(2 h)$ denote the errors obtained with the grid spacing to be $h$ and $2 h$, respectively.

- As one can see from the table, the one-step methods exhibit the expected accuracy.
- RK4 shows a much better accuracy than the lower-order methods, which explains its popularity.


### 2.4. Multi-step Methods

The problem: The first-order initial value problem (IVP)

$$
\begin{cases}y^{\prime} & =f(x, y),  \tag{2.33}\\ y\left(x_{0}\right) & =y_{0}\end{cases}
$$

Numerical Methods:

- Single-step/Starting methods: Euler's method, Modified Euler's, RungeKutta methods
- Multi-step/Continuing methods: Adams-Bashforth-Moulton

Definition: An $m$-step method, $m \geq 2$, for solving the IVP, is a difference equation for finding the approximation $y_{n+1}$ at $x=x_{n+1}$, given by

$$
\begin{align*}
y_{n+1}= & a_{1} y_{n}+a_{2} y_{n-1}+\cdots+a_{m} y_{n+1-m} \\
& +h\left[b_{0} f\left(x_{n+1}, y_{n+1}\right)+b_{1} f\left(x_{n}, y_{n}\right)+\cdots\right.  \tag{2.34}\\
& \left.+b_{m} f\left(x_{n+1-m}, y_{n+1-m}\right)\right]
\end{align*}
$$

The $m$-step method is said to be

$$
\begin{cases}\text { explicit or open, } & \text { if } b_{0}=0 \\ \text { implicit or closed, } & \text { if } b_{0} \neq 0\end{cases}
$$

## Fourth-order multi-step methods

Let $y_{i}^{\prime}=f\left(x_{i}, y_{i}\right)$.

- Adams-Bashforth method (explicit)

$$
y_{n+1}=y_{n}+\frac{h}{24}\left(55 y_{n}^{\prime}-59 y_{n-1}^{\prime}+37 y_{n-2}^{\prime}-9 y_{n-3}^{\prime}\right)
$$

- Adams-Moulton method (implicit)

$$
y_{n+1}=y_{n}+\frac{h}{24}\left(9 y_{n+1}^{\prime}+19 y_{n}^{\prime}-5 y_{n-1}^{\prime}+y_{n-2}^{\prime}\right)
$$

- Adams-Bashforth-Moulton method (predictor-corrector)

$$
\begin{aligned}
& y_{n+1}^{*}=y_{n}+\frac{h}{24}\left(55 y_{n}^{\prime}-59 y_{n-1}^{\prime}+37 y_{n-2}^{\prime}-9 y_{n-3}^{\prime}\right) \\
& y_{n+1}=y_{n}+\frac{h}{24}\left(9 y_{n+1}^{\prime *}+19 y_{n}^{\prime}-5 y_{n-1}^{\prime}+y_{n-2}^{\prime}\right)
\end{aligned}
$$

where $y_{n+1}^{\prime *}=f\left(x_{n+1}, y_{n+1}^{*}\right)$

## Remarks

- $y_{1}, y_{2}, y_{3}$ can be computed by RK4.
- Multi-step methods may save evaluations of $f(x, y)$ such that in each step, they require only one new evaluation of $f(x, y)$ to fulfill the step.
- RK methods are accurate enough and easy to implement, so that multistep methods are rarely applied in practice.
- ABM shows a strong stability for special cases, occasionally but not often [11].


### 2.5. High-Order Equations \& Systems of Differential Equations

The problem: 2 nd-order initial value problem (IVP)

$$
\left\{\begin{array}{l}
y^{\prime \prime}=f\left(x, y, y^{\prime}\right),  \tag{2.35}\\
y\left(x_{0}\right)=y_{0}, y^{\prime}\left(x_{0}\right)=u_{0},
\end{array}\right.
$$

Let $u=y^{\prime}$. Then,

$$
u^{\prime}=y^{\prime \prime}=f\left(x, y, y^{\prime}\right)=f(x, y, u)
$$

An equivalent problem: Thus, the above 2nd-order IVP can be equivalently written as the following system of first-order DEs:

$$
\left\{\begin{array}{ll}
y^{\prime}=u, & y\left(x_{0}\right)=y_{0},  \tag{2.36}\\
u^{\prime}=f(x, y, u), & u\left(x_{0}\right)=u_{0},
\end{array} \quad x \in\left[x_{0}, T\right]\right.
$$

Notes:

- The right-side of the DEs involves no derivatives.
- The system (2.36) can be solved by one of the numerical methods (we have studied), after modifying it for vector functions.


### 2.6. Homework

1. For the IVP in (2.17),
(a) Find $T_{4}(x, y)$.
(b) Perform two steps of the 3rd and 4th-order Taylor methods, with $h=$ $1 / 2$, to find an approximate solutions of $y$ at $x=1$.
(c) Compare the errors, given that the exact solution

$$
y(x)=4+5 x+3 x^{2}+x^{3}-\frac{7}{2} e^{x}
$$

2. Derive the global error of RK4 in (2.29), given the local truncation error (2.28).
3. Write the following DE as a system of first-order differential equations.

$$
\begin{aligned}
x^{\prime \prime}+x^{\prime} y-2 y^{\prime \prime} & =t, \\
-2 y+y^{\prime \prime}+x & =e^{-t},
\end{aligned}
$$

where the derivative denotes $d / d t$.

## Chapter 3

## Properties of Numerical Methods

Numerical methods compute approximate solutions for differential equations (DEs). In order for the numerical solution to be a reliable approximation of the given problem, the numerical method should satisfy certain properties. In this chapter, we consider properties of numerical methods that are most common in numerical analysis such as consistency, convergence, stability, accuracy order, boundedness / maximum principle, and conservation.

### 3.1. A Model Problem: Heat Conduction in 1D

Let $\Omega=(0,1)$ and $J=(0, T]$, for some $T>0$. Consider the following simplest model problem for parabolic equations in one-dimensional (1D) space:

$$
\begin{array}{cl}
u_{t}-u_{x x}=f, & (x, t) \in \Omega \times J \\
u=0, & (x, t) \in \Gamma \times J  \tag{3.1}\\
u=u_{0}, & x \in \Omega, \quad t=0
\end{array}
$$

where $f$ is a heat source, $\Gamma$ denotes the boundary of $\Omega$, i.e., $\Gamma=\{0,1\}$, and $u_{0}$ is the prescribed initial value of the solution at $t=0$.

## Finite difference methods

We begin with our discussion of finite difference (FD) methods for (3.1) by partitioning the domain. Let

$$
\begin{array}{ll}
\Delta t=T / n_{t}, & t^{n}=n \Delta t, \quad n=0,1, \cdots, n_{t} ; \\
\Delta x=1 / n_{x}, & x_{j}=j \Delta x, \quad j=0,1, \cdots, n_{x} ;
\end{array}
$$

for some positive integers $n_{t}$ and $n_{x}$. Define $u_{j}^{n}=u\left(x_{j}, t^{n}\right)$.
Let

$$
\begin{equation*}
\mathcal{S}^{n}:=\Omega \times\left(t^{n-1}, t^{n}\right] \tag{3.2}
\end{equation*}
$$

be the $n$th space-time slice. Suppose that the computation has been performed for $u^{k}=\left\{u_{j}^{k}\right\}, 0 \leq k \leq n-1$. Then, the task is to compute $u^{n}$ by integrating the equation on the space-time slice $\mathcal{S}^{n}$, utilizing FD schemes.

The basic idea of FD schemes is to replace derivatives by FD approximations. It can be done in various ways; here we consider most common ways that are based on the Taylor's formula.

Recall the central second-order FD formula for $u_{x x}$ presented in (1.16):

$$
\begin{align*}
u_{x x}\left(x_{i}\right)= & \frac{u_{i-1}-2 u_{i}+u_{i+1}}{h^{2}}-2 \frac{u_{x x x x}\left(x_{i}\right)}{4!} h^{2}  \tag{3.3}\\
& -2 \frac{u_{x x x x x x}\left(x_{i}\right)}{6!} h^{4}-\cdots
\end{align*}
$$

Apply the above to have

$$
\begin{align*}
u_{x x}\left(x_{j}, t^{n}\right)= & \frac{u_{j-1}^{n}-2 u_{j}^{n}+u_{j+1}^{n}}{\Delta x^{2}}  \tag{3.4}\\
& -2 \frac{u_{x x x x}\left(x_{j}, t^{n}\right)}{4!} \Delta x^{2}+\mathcal{O}\left(\Delta x^{4}\right)
\end{align*}
$$

For the temporal direction, one can also apply a difference formula for the approximation of the time-derivative $u_{t}$. Depending on the way of combining the spatial and temporal differences, the resulting scheme can behave quite differently.

## Explicit Scheme

The following presents the simplest scheme:

$$
\begin{equation*}
\frac{v_{j}^{n}-v_{j}^{n-1}}{\Delta t}-\frac{v_{j-1}^{n-1}-2 v_{j}^{n-1}+v_{j+1}^{n-1}}{\Delta x^{2}}=f_{j}^{n-1} \tag{3.5}
\end{equation*}
$$

which is an explicit scheme for (3.1), called the forward Euler method. Here $v_{j}^{n}$ is an approximation of $u_{j}^{n}$.

The above scheme can be rewritten as

$$
\begin{equation*}
v_{j}^{n}=\mu v_{j-1}^{n-1}+(1-2 \mu) v_{j}^{n-1}+\mu v_{j+1}^{n-1}+\Delta t f_{j}^{n-1} \tag{3.6}
\end{equation*}
$$

where

$$
\mu=\frac{\Delta t}{\Delta x^{2}}
$$

### 3.2. Consistency

The bottom line for an accurate numerical method is that the discretization becomes exact as the grid spacing tends to zero, which is the basis of consistency.

Definition 3.1. Given a PDE $P u=f$ and a $F D$ scheme $P_{\Delta x, \Delta t} v=f$, the FD scheme is said to be consistent with the PDE if for every smooth function $\phi(x, t)$

$$
P \phi-P_{\Delta x, \Delta t} \phi \rightarrow 0 \quad \text { as } \quad(\Delta x, \Delta t) \rightarrow 0,
$$

with the convergence being pointwise at each grid point.
Not all numerical methods based on Taylor series expansions are consistent; sometimes, we may have to restrict the manner in which $\Delta x$ and $\Delta t$ approach zero in order for them to be consistent.

Example 3.2. The forward Euler scheme (3.5) is consistent.
Proof. For the heat equation in 1D,

$$
P \phi \equiv\left(\frac{\partial}{\partial t}-\frac{\partial^{2}}{\partial x^{2}}\right) \phi=\phi_{t}-\phi_{x x} .
$$

The forward Euler scheme (3.5) reads

$$
P_{\Delta x, \Delta t} \phi=\frac{\phi_{j}^{n}-\phi_{j}^{n-1}}{\Delta t}-\frac{\phi_{j-1}^{n-1}-2 \phi_{j}^{n-1}+\phi_{j+1}^{n-1}}{\Delta x^{2}}
$$

The truncation error for the temporal discretization can be obtained applying the one-sided FD formula:

$$
\begin{align*}
\phi_{t}\left(x_{j}, t^{n-1}\right)= & \frac{\phi_{j}^{i}-\phi_{j}^{n-1}}{\Delta t}  \tag{3.7}\\
& -\frac{\phi_{t t}\left(x_{j}, t^{n-1}\right)}{2!} \Delta t+\mathcal{O}\left(\Delta t^{2}\right) .
\end{align*}
$$

It follows from (3.4) and (3.7) that the truncation error of the forward Euler scheme evaluated at $\left(x_{j}, t^{n-1}\right)$ becomes

$$
\begin{align*}
&(P \phi\left.-P_{\Delta x, \Delta t} \phi\right)\left(x_{j}, t^{n-1}\right) \\
&=-\frac{\phi_{t t}\left(x_{j}, t^{n-1}\right)}{2!} \Delta t+2 \frac{\phi_{x x x x}\left(x_{j}, t^{n-1}\right)}{4!} \Delta x^{2}  \tag{3.8}\\
& \quad+\mathcal{O}\left(\Delta t^{2}+\Delta x^{4}\right),
\end{align*}
$$

which clearly approaches zero as $(\Delta x, \Delta t) \rightarrow 0$.

## Truncation Error

Definition 3.3. Let $u$ be smooth and

$$
\begin{equation*}
P u\left(x_{j}, t^{n}\right)=P_{\Delta x, \Delta t} u_{j}^{n}+\mathcal{T} u_{j}^{n}, \tag{3.9}
\end{equation*}
$$

Then, $\mathcal{T} u_{j}^{n}$ is called the truncation error of the $F D$ scheme $P_{\Delta x, \Delta t} v=f$ evaluated at ( $x_{j}, t^{n}$ ).

It follows from (3.8) that the truncation error of the forward Euler scheme (3.5) is

$$
\mathcal{O}\left(\Delta t+\Delta x^{2}\right)
$$

for all grid points $\left(x_{j}, t^{n}\right)$.

### 3.3. Convergence

A numerical method is said to be convergent if the solution of the FD scheme tends to the exact solution of the PDE as the grid spacing tends to zero. We define convergence in a formal way as follows:

Definition 3.4. A FD scheme approximating a PDE is said to be convergent if

$$
u(x, t)-v_{j}^{n} \rightarrow 0, \text { as }\left(x_{j}, t^{n}\right) \rightarrow(x, t) \text { and }(\Delta x, \Delta t) \rightarrow 0,
$$

where $u(x, t)$ is the exact solution of PDE and $v_{j}^{n}$ denotes the the solution of the FD scheme.

Consistency implies that the truncation error

$$
\left(P u-P_{\Delta x, \Delta t} u\right) \rightarrow 0, \text { as }(\Delta x, \Delta t) \rightarrow 0 .
$$

So consistency is certainly necessary for convergence, but may not be sufficient.

Example 3.5. The forward Euler scheme (3.5) is convergent, when

$$
\begin{equation*}
\mu=\frac{\Delta t}{\Delta x^{2}} \leq \frac{1}{2} \tag{3.10}
\end{equation*}
$$

Proof. (The scheme) Recall the explicit scheme (3.5):

$$
\begin{equation*}
\frac{v_{j}^{n}-v_{j}^{n-1}}{\Delta t}-\frac{v_{j-1}^{n-1}-2 v_{j}^{n-1}+v_{j+1}^{n-1}}{\Delta x^{2}}=f_{j}^{n-1} \tag{3.11}
\end{equation*}
$$

which can be expressed as

$$
\begin{equation*}
P_{\Delta x, \Delta t} v_{j}^{n-1}=f_{j}^{n-1} \tag{3.12}
\end{equation*}
$$

On the other hand, for the exact solution $u$,

$$
\begin{equation*}
P_{\Delta x, \Delta t} u_{j}^{n-1}+\mathcal{T} u_{j}^{n-1}=f_{j}^{n-1} \tag{3.13}
\end{equation*}
$$

(Error equation) Let

$$
e_{j}^{n}=u_{j}^{n}-v_{j}^{n},
$$

where $u$ is the exact solution of (3.1). Then, from (3.12) and (3.13), the error equation becomes

$$
P_{\Delta x, \Delta t} e_{j}^{n-1}=-\mathcal{T} u_{j}^{n-1}
$$

which in detail reads

$$
\begin{equation*}
\frac{e_{j}^{n}-e_{j}^{n-1}}{\Delta t}-\frac{e_{j-1}^{n-1}-2 e_{j}^{n-1}+e_{j+1}^{n-1}}{\Delta x^{2}}=-\mathcal{T} u_{j}^{n-1} \tag{3.14}
\end{equation*}
$$

In order to control the error more conveniently, we reformulate the error equation

$$
\begin{equation*}
e_{j}^{n}=\mu e_{j-1}^{n-1}+(1-2 \mu) e_{j}^{n-1}+\mu e_{j+1}^{n-1}-\Delta t \mathcal{T} u_{j}^{n-1} \tag{3.15}
\end{equation*}
$$

(Error analysis with $\ell_{\infty}$-norm) Now, define

$$
\mathcal{E}^{n}=\max _{j}\left|e_{j}^{n}\right|, \quad \mathcal{T}^{n}=\max _{j}\left|\mathcal{T} u_{j}^{n}\right|, \quad \widehat{\mathcal{T}}=\max _{n} \mathcal{T}^{n}
$$

Note that $v_{j}^{0}=u_{j}^{0}$ for all $j$ and therefore $\mathcal{E}^{0}=0$.

It follows from (3.15) and the assumption (3.10) that

$$
\begin{align*}
&\left|e_{j}^{n}\right| \leq \mu\left|e_{j-1}^{n-1}\right|+(1-2 \mu)\left|e_{j}^{n-1}\right|+\mu\left|e_{j+1}^{n-1}\right| \\
&+\Delta t\left|\mathcal{T} u_{j}^{n-1}\right| \\
& \leq \mu \mathcal{E}^{n-1}+(1-2 \mu) \mathcal{E}^{n-1}+\mu \mathcal{E}^{n-1}  \tag{3.16}\\
&+\Delta t \mathcal{T}^{n-1} \\
&= \mathcal{E}^{n-1}+\Delta t \mathcal{T}^{n-1} .
\end{align*}
$$

Since the above inequality holds for all $j$, we have

$$
\begin{equation*}
\mathcal{E}^{n} \leq \mathcal{E}^{n-1}+\Delta t \mathcal{T}^{n-1} \tag{3.17}
\end{equation*}
$$

and therefore

$$
\begin{align*}
\mathcal{E}^{n} & \leq \mathcal{E}^{n-1}+\Delta t \mathcal{T}^{n-1} \\
& \leq \mathcal{E}^{n-2}+\Delta t \mathcal{T}^{n-1}+\Delta t \mathcal{T}^{n-2} \\
& \leq \cdots  \tag{3.18}\\
& \leq \mathcal{E}^{0}+\sum_{k=1}^{n-1} \Delta t \mathcal{T}^{k} .
\end{align*}
$$

Since $\mathcal{E}^{0}=0$,

$$
\begin{equation*}
\mathcal{E}^{n} \leq(n-1) \Delta t \widehat{\mathcal{T}} \leq T \widehat{\mathcal{T}}, \tag{3.19}
\end{equation*}
$$

where $T$ is the upper bound of the time available. Since $\widehat{\mathcal{T}}=\mathcal{O}\left(\Delta t+\Delta x^{2}\right)$, the maximum norm of the error approaches zero as $(\Delta x, \Delta t) \rightarrow 0$.

## Remarks

- The assumption $\mu \leq 1 / 2$ makes coefficients in the forward Euler scheme (3.6) nonnegative, which in turn makes $v_{j}^{n}$ a weighted average of $\left\{v_{j-1}^{n-1}, v_{j}^{n-1}, v_{j+1}^{n-1}\right\}$.
- The analysis can often conclude

$$
\mathcal{E}^{n}=\mathcal{O}(\widehat{\mathcal{T}}), \quad \forall n
$$

- Convergence is what a numerical scheme must satisfy.
- However, showing convergence is not easy in general, if attempted in a direct manner as in the previous example.
- There is a related concept, stability, that is easier to check.


## An Example: $\mu \leq 1 / 2$



Figure 3.1: The explicit scheme (forward Euler) in Maple.

## The problem:

$$
\begin{array}{cl}
u_{t}-\alpha^{2} u_{x x}=0, & (x, t) \in[0,1] \times[0,1] \\
u=0, & (x, t) \in\{0,1\} \times[0,1]  \tag{3.20}\\
u=\sin (\pi x), & x \in[0,1], t=0
\end{array}
$$

The exact solution:

$$
u(x, t)=e^{-\pi^{2} t} \sin (\pi x)
$$

## Parameter setting:

$$
\begin{aligned}
& a:=0 ; \quad b:=1 ; T:=1 ; \alpha:=1 ; \quad f:=0 ; \\
& n x:=10
\end{aligned}
$$

## Numerical results:

$$
\begin{array}{l|l}
\hline n t:=200(\mu=1 / 2) & \left\|u^{n_{t}}-v^{n_{t}}\right\|_{\infty}=7.94 \times 10^{-6} \\
\hline n t:=170(\mu \approx 0.588) & \left\|u^{n_{t}}-v^{n_{t}}\right\|_{\infty}=1.31 \times 10^{9} \\
\hline
\end{array}
$$

- For the case $\mu \approx 0.588$, the numerical solution becomes oscillatory and blows up.


### 3.4. Stability

The example with Figure 3.1 shows that consistency of a numerical method is not enough to guarantee convergence of its solution to the exact solution. In order for a consistent numerical scheme to be convergent, a required property is stability. Note that if a scheme is convergent, it produces a bounded solution whenever the exact solution is bounded. This is the basis of stability. We first define the $L^{2}$-norm of grid function $v$ :

$$
\|v\|_{\Delta x}=\left(\Delta x \sum_{j}\left|v_{j}\right|^{2}\right)^{1 / 2}
$$

Definition 3.6. A FD scheme $P_{\Delta x, \Delta t} v=0$ for a homogeneous PDE Pu=0 is stable if for any positive $T$, there is a constant $C_{T}$ such that

$$
\begin{equation*}
\left\|v^{n}\right\|_{\Delta x} \leq C_{T} \sum_{m=0}^{M}\left\|u^{m}\right\|_{\Delta x} \tag{3.21}
\end{equation*}
$$

for $0 \leq t^{n} \leq T$ and for $\Delta x$ and $\Delta t$ sufficiently small. Here $M$ is chosen to incorporate the data initialized on the first $M+1$ levels.

### 3.4.1. Approaches for proving stability

There are two fundamental approaches for proving stability:

- The Fourier analysis (von Neumann analysis)

It applies only to linear constant coefficient problems.

- The energy method

It can be used for more general problems with variable coefficients and nonlinear terms. But it is quite complicated and the proof is problem dependent.

Theorem 3.7. (Lax-Richtmyer Equivalence Theorem). Given a wellposed linear initial value problem and its FD approximation that satisfies the consistency condition, stability is a necessary and sufficient condition for convergence.

The above theorem is very useful and important. Proving convergence is difficult for most problems. However, the determination of consistency of a scheme is quite easy as shown in §3.2, and determining stability is also easier than showing convergence. Here we introduce the von Neumann analysis of stability of FD schemes, which allows one to analyze stability much simpler than a direct verification of (3.21).

Theorem 3.8. A FD scheme $P_{\Delta x, \Delta t} v=0$ for a homogeneous PDE $P u=0$ is stable if

$$
\begin{equation*}
\left\|v^{n}\right\|_{\Delta x} \leq(1+C \Delta t)\left\|v^{n-1}\right\|_{\Delta x} \tag{3.22}
\end{equation*}
$$

for some $C \geq 0$ independent on $\Delta t$
Proof. Recall $\Delta t=T / n_{t}$, for some positive integer $n_{t}$. A recursive application of (3.22) reads

$$
\begin{align*}
&\left\|v^{n}\right\|_{\Delta x} \leq(1+C \Delta t)\left\|v^{n-1}\right\|_{\Delta x} \leq(1+C \Delta t)^{2}\left\|v^{n-2}\right\|_{\Delta x}  \tag{3.23}\\
& \leq \cdots \leq(1+C \Delta t)^{n}\left\|v^{0}\left(=u^{0}\right)\right\|_{\Delta x}
\end{align*}
$$

Here the task is to show $(1+C \Delta t)^{n}$ is bounded by some positive number $C_{T}$ for $n=1, \cdots, n_{t}$, independently on $\Delta t$. Since $\Delta t=T / n_{t}$, we have

$$
\begin{aligned}
(1+C \Delta t)^{n} & =\left(1+C T / n_{t}\right)^{n} \\
& \leq\left(1+C T / n_{t}\right)^{n_{t}} \\
& =\left[\left(1+C T / n_{t}\right)^{n_{t} / C T}\right]^{C T} \\
& \leq e^{C T},
\end{aligned}
$$

which proves (3.21) with by $C_{T}:=e^{C T}$.

### 3.4.2. The von Neumann analysis

- Let $\phi$ be a grid function defined on grid points of spacing $\Delta x$ and $\phi_{j}=$ $\phi(j \Delta x)$. Then, its Fourier transform is given by, for $\xi \in[-\pi / \Delta x, \pi / \Delta x]$,

$$
\begin{equation*}
\widehat{\phi}(\xi)=\frac{1}{\sqrt{2 \pi}} \sum_{j=-\infty}^{\infty} e^{-i j \Delta x \xi} \phi_{j}, \tag{3.24}
\end{equation*}
$$

and the inverse formula is

$$
\begin{equation*}
\phi_{j}=\frac{1}{\sqrt{2 \pi}} \int_{-\pi / \Delta x}^{\pi / \Delta x} e^{i j \Delta x \xi} \widehat{\phi}(\xi) d \xi \tag{3.25}
\end{equation*}
$$

- Parseval's identity

$$
\begin{equation*}
\left\|\phi^{n}\right\|_{\Delta x}=\left\|\widehat{\phi}^{n}\right\|_{\Delta x}, \tag{3.26}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left\|\phi^{n}\right\|_{\Delta x}=\left(\sum_{j=-\infty}^{\infty}\left|\phi_{j}\right|^{2} \Delta x\right)^{1 / 2} \\
& \left\|\widehat{\phi}^{n}\right\|_{\Delta x}=\left(\int_{-\pi / \Delta x}^{\pi / \Delta x}|\widehat{\phi}(\xi)|^{2} d \xi\right)^{1 / 2}
\end{aligned}
$$

- The stability inequality (3.21) can be replaced by

$$
\begin{equation*}
\left\|\widehat{v}^{n}\right\|_{\Delta x} \leq C_{T} \sum_{m=0}^{M}\left\|\widehat{v}^{m}\right\|_{\Delta x} \tag{3.27}
\end{equation*}
$$

- Thus stability can be determined by providing (3.27) in the frequency domain.


## Example

To show how one can use the above analysis, we exemplify the forward Euler scheme (3.6), with $f=0$ :

$$
\begin{equation*}
v_{j}^{n}=\mu v_{j-1}^{n-1}+(1-2 \mu) v_{j}^{n-1}+\mu v_{j+1}^{n-1} \tag{3.28}
\end{equation*}
$$

- The inversion formula implies

$$
\begin{equation*}
v_{j}^{n}=\frac{1}{\sqrt{2 \pi}} \int_{-\pi / \Delta x}^{\pi / \Delta x} e^{i j \Delta x \xi} \widehat{v}^{n}(\xi) d \xi \tag{3.29}
\end{equation*}
$$

Thus it follows from (3.28) and (3.29) that

$$
\begin{equation*}
v_{j}^{n}=\frac{1}{\sqrt{2 \pi}} \int_{-\pi / \Delta x}^{\pi / \Delta x} \mathcal{F}_{\Delta x, j}(\xi) d \xi, \tag{3.30}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{F}_{\Delta x, j}(\xi)= & \mu e^{i(j-1) \Delta x \xi} \widehat{v}^{n-1}(\xi) \\
& +(1-2 \mu) e^{i j \Delta x \xi} \widehat{v}^{n-1}(\xi) \\
& +\mu e^{i(j+1) \Delta x \xi} \widehat{v}^{n-1}(\xi) \\
= & e^{i j \Delta x \xi}\left[\mu e^{-i \Delta x \xi}+(1-2 \mu)+\mu e^{i \Delta x \xi}\right] \widehat{v}^{n-1}(\xi)
\end{aligned}
$$

- Comparing (3.29) with (3.30), we obtain

$$
\begin{equation*}
\widehat{v}^{n}(\xi)=\left[\mu e^{-i \Delta x \xi}+(1-2 \mu)+\mu e^{i \Delta x \xi}\right] \widehat{v}^{n-1}(\xi) \tag{3.31}
\end{equation*}
$$

- Letting $\vartheta=\Delta x \xi$, we define the amplification factor for the scheme (3.6) by

$$
\begin{align*}
g(\vartheta) & =\mu e^{-i \Delta x \xi}+(1-2 \mu)+\mu e^{i \Delta x \xi} \\
& =\mu e^{-i \vartheta}+(1-2 \mu)+\mu e^{i \vartheta}  \tag{3.32}\\
& =(1-2 \mu)+2 \mu \cos (\vartheta) \\
& =1-2 \mu(1-\cos (\vartheta))=1-4 \mu \sin ^{2}(\vartheta / 2)
\end{align*}
$$

- Equation (3.31) can be rewritten as

$$
\begin{equation*}
\widehat{v}^{n}(\xi)=g(\vartheta) \widehat{v}^{n-1}(\xi)=g(\vartheta)^{2} \widehat{v}^{n-2}(\xi)=\cdots=g(\vartheta)^{n} \widehat{v}^{0}(\xi) \tag{3.33}
\end{equation*}
$$

Therefore, when $g(\vartheta)^{n}$ is suitably bounded, the scheme is stable. In fact, $g(\vartheta)^{n}$ would be uniformly bounded only if $|g(\vartheta)| \leq 1+C \Delta t$.

- It is not difficult to see

$$
|g(\vartheta)|=|1-2 \mu(1-\cos (\vartheta))| \leq 1
$$

only if

$$
\begin{equation*}
0 \leq \mu \leq 1 / 2 \tag{3.34}
\end{equation*}
$$

which is the stability condition of the scheme (3.6).

## The von Neumann analysis: Is it complicated?

A simpler and equivalent procedure of the von Neumann analysis can be summarized as follows:

- Replace $v_{j}^{n}$ by $g^{n} e^{i j \vartheta}$ for each value of $j$ and $n$.
- Find conditions on coefficients and grid spacings which would satisfy $|g| \leq$ $1+C \Delta t$, for some $C \geq 0$.


## The forward Euler scheme (3.6):

$$
v_{j}^{n}=\mu v_{j-1}^{n-1}+(1-2 \mu) v_{j}^{n-1}+\mu v_{j+1}^{n-1}
$$

Replacing $v_{j}^{n}$ with $g^{n} e^{i j \vartheta}$ gives

$$
g^{n} e^{i j \vartheta}=\mu g^{n-1} e^{i(j-1) \vartheta}+(1-2 \mu) g^{n-1} e^{i j \vartheta}+\mu g^{n-1} e^{i(j+1) \vartheta}
$$

Dividing both sides of the above by $g^{n-1} e^{i j \vartheta}$, we obtain

$$
g=\mu e^{-i \vartheta}+(1-2 \mu)+\mu e^{i \vartheta}
$$

which is exactly the same as in (3.32)

### 3.4.3. Influence of lower-order terms

Let us consider the model problem (3.1) augmented by lower-order terms

$$
\begin{equation*}
u_{t}=u_{x x}+a u_{x}+b u \tag{3.35}
\end{equation*}
$$

where $a$ and $b$ are constants.
We can construct an explicit scheme

$$
\begin{equation*}
\frac{v_{j}^{n}-v_{j}^{n-1}}{\Delta t}=\frac{v_{j-1}^{n-1}-2 v_{j}^{n-1}+v_{j+1}^{n-1}}{\Delta x^{2}}+a \frac{v_{j+1}^{n-1}-v_{j-1}^{n-1}}{2 \Delta x}+b v_{j}^{n-1} \tag{3.36}
\end{equation*}
$$

From the von Neumann analysis, we can obtain the amplification factor

$$
\begin{equation*}
g(\vartheta)=1-4 \mu \sin ^{2}(\vartheta / 2)+i \frac{a \Delta t}{\Delta x} \sin (\vartheta)+b \Delta t \tag{3.37}
\end{equation*}
$$

which gives

$$
\begin{aligned}
|g(\vartheta)|^{2}= & \left(1-4 \mu \sin ^{2}(\vartheta / 2)+b \Delta t\right)^{2}+\left(\frac{a \Delta t}{\Delta x} \sin (\vartheta)\right)^{2} \\
= & \left(1-4 \mu \sin ^{2}(\vartheta / 2)\right)^{2}+2\left(1-4 \mu \sin ^{2}(\vartheta / 2)\right) b \Delta t \\
& +(b \Delta t)^{2}+\left(\frac{a \Delta t}{\Delta x} \sin (\vartheta)\right)^{2}
\end{aligned}
$$

Hence, under the condition $0<\mu=\Delta t / \Delta x^{2} \leq 1 / 2$,

$$
\begin{align*}
|g(\vartheta)|^{2} & \leq 1+2|b| \Delta t+(b \Delta t)^{2}+\frac{|a|^{2}}{2} \Delta t  \tag{3.38}\\
& \leq\left(1+\left(|b|+|a|^{2} / 4\right) \Delta t\right)^{2}
\end{align*}
$$

Thus, lower-order terms do not change the stability condition. (Homework for details.)

### 3.5. Boundedness - Maximum Principle

Numerical solutions should lie between proper bounds. For example, physical quantities such as density and kinetic energy of turbulence must be positive, while concentration should be between 0 and 1 .

In the absence of sources and sinks, some variables are required to have maximum and minimum values on the boundary of the domain. The above property is call the maximum principle, which should be inherited by the numerical approximation.

### 3.5.1. Convection-dominated fluid flows

To illustrate boundedness of the numerical solution, we consider the convectiondiffusion problem:

$$
\begin{equation*}
u_{t}-\varepsilon u_{x x}+a u_{x}=0 . \tag{3.39}
\end{equation*}
$$

where $\varepsilon>0$.
When the spatial derivatives are approximated by central differences, the algebraic equation for $u_{j}^{n}$ reads

$$
u_{j}^{n}=u_{j}^{n-1}-\left[\varepsilon \frac{-u_{j-1}^{n-1}+2 u_{j}^{n-1}-u_{j+1}^{n-1}}{\Delta x^{2}}+a \frac{u_{j+1}^{n-1}-u_{j-1}^{n-1}}{2 \Delta x}\right] \Delta t
$$

or

$$
\begin{equation*}
u_{j}^{n}=\left(d+\frac{\sigma}{2}\right) u_{j-1}^{n-1}+(1-2 d) u_{j}^{n-1}+\left(d-\frac{\sigma}{2}\right) u_{j+1}^{n-1}, \tag{3.40}
\end{equation*}
$$

where the dimensionless parameters are defined as

$$
d=\frac{\varepsilon \Delta t}{\Delta x^{2}} \quad \text { and } \quad \sigma=\frac{a \Delta t}{\Delta x} .
$$

- $\sigma$ : the Courant number
- $\Delta x / a$ : the characteristic convection time
- $\Delta x^{2} / \varepsilon$ : the characteristic diffusion time

These are the time required for a disturbance to be transmitted by convection and diffusion over a distance $\Delta x$.

### 3.5.2. Stability vs. boundedness

The requirement that the coefficients of the old nodal values be nonnegative leads to

$$
\begin{equation*}
(1-2 d) \geq 0, \quad \frac{|\sigma|}{2} \leq d \tag{3.41}
\end{equation*}
$$

- The first condition leads to the limit on $\Delta t$ as

$$
\Delta t \leq \frac{\Delta x^{2}}{2 \varepsilon}
$$

which guarantees stability of (3.40). Recall that lower-order terms do not change the stability condition (§3.4.3).

- The second condition imposes no limit on the time step. But it gives a relation between convection and diffusion coefficients.
- The cell Peclet number is defined and bounded as

$$
\begin{equation*}
\mathrm{Pe}_{\mathrm{cell}}:=\frac{|\sigma|}{d}=\frac{|a| \Delta x}{\varepsilon} \leq 2 . \tag{3.42}
\end{equation*}
$$

which is a sufficient (but not necessary) condition for boundedness of the solution of (3.40).

### 3.6. Conservation

When the equations to be solved are from conservation laws, the numerical scheme should respect these laws both locally and globally. This means that the amount of a conserved quantity leaving a control volume is equal to the amount entering to adjacent control volumes.

If divergence form of equations and a finite volume method is used, this is readily guaranteed for each individual control volume and for the solution domain as a whole.

For other discretization methods, conservation can be achieved if care is taken in the choice of approximations. Sources and sinks should be carefully treated so that the net flux for each individual control volume is conservative.

Conservation is a very important property of numerical schemes. Once conservation of mass, momentum, and energy is guaranteed, the error of conservative schemes is only due to an improper distribution of these quantities over the solution domain.

Non-conservative schemes can produce artificial sources or sinks, changing the balance locally or globally. However, non-conservative schemes can be consistent and stable and therefore lead to correct solutions in the limit of mesh refinement; error due to non-conservation is appreciable in most cases only when the mesh is not fine enough.

The problem is that it is difficult to know on which mesh the non-conservation error is small enough. Conservative schemes are thus preferred.

### 3.7. A Central-Time Scheme

Before we begin considering general implicit methods, we would like to mention an interesting scheme for solving (3.1):

$$
\begin{equation*}
\frac{v_{j}^{n+1}-v_{j}^{n-1}}{2 \Delta t}-\frac{v_{j-1}^{n}-2 v_{j}^{n}+v_{j+1}^{n}}{\Delta x^{2}}=f_{j}^{n}, \tag{3.43}
\end{equation*}
$$

of which the truncation error

$$
\begin{equation*}
\text { Trunc. } \operatorname{Err}=\mathcal{O}\left(\Delta t^{2}+\Delta x^{2}\right) \tag{3.44}
\end{equation*}
$$

To study its stability, we set $f \equiv 0$ and substitute $v_{j}^{n}=g^{n} e^{i j \vartheta}$ into (3.43) to obtain

$$
\frac{g-1 / g}{2 \Delta t}-\frac{e^{-i \vartheta}-2+e^{i \vartheta}}{\Delta x^{2}}=0
$$

or

$$
\begin{equation*}
g^{2}+\left(8 \mu \sin ^{2}(\vartheta / 2)\right) g-1=0 . \tag{3.45}
\end{equation*}
$$

We see that (3.45) has two distinct real roots $g_{1}$ and $g_{2}$ which should satisfy

$$
\begin{equation*}
g_{1} \cdot g_{2}=-1 \tag{3.46}
\end{equation*}
$$

Hence the magnitude of one root must be greater than one, for some modes and for all $\mu>0$, for which we say that the scheme is unconditionally unstable.

This example warns us that we need be careful when developing a FD scheme. We cannot simply put combinations of difference approximations together.

### 3.8. The $\theta$-Method

Let $\mathcal{A}_{1}$ be the central second-order approximation of $-\partial_{x x}$, defined as

$$
\mathcal{A}_{1} v_{j}^{n}:=-\frac{v_{j-1}^{n}-2 v_{j}^{n}+v_{j+1}^{n}}{\Delta x^{2}}
$$

Then the $\theta$-method for (3.1) is

$$
\begin{equation*}
\frac{v^{n}-v^{n-1}}{\Delta t}+\mathcal{A}_{1}\left[\theta v^{n}+(1-\theta) v^{n-1}\right]=f^{n-1+\theta} \tag{3.47}
\end{equation*}
$$

for $\theta \in[0,1]$, or equivalently

$$
\begin{align*}
& \left(I+\theta \Delta t \mathcal{A}_{1}\right) v^{n} \\
& \quad=\left[I-(1-\theta) \Delta t \mathcal{A}_{1}\right] v^{n-1}+\Delta t f^{n-1+\theta} \tag{3.48}
\end{align*}
$$

The following three choices of $\theta$ are popular.

- Forward Euler method $(\boldsymbol{\theta}=0)$ : The algorithm (3.48) is reduced to

$$
\begin{equation*}
v^{n}=\left(I-\Delta t \mathcal{A}_{1}\right) v^{n-1}+\Delta t f^{n-1} \tag{3.49}
\end{equation*}
$$

which is the explicit scheme in (3.6), requiring the stability condition

$$
\mu=\frac{\Delta t}{\Delta x^{2}} \leq \frac{1}{2}
$$

- Backward Euler method $(\theta=1)$ : This is an implicit method written as

$$
\begin{equation*}
\left(I+\Delta t \mathcal{A}_{1}\right) v^{n}=v^{n-1}+\Delta t f^{n} . \tag{3.50}
\end{equation*}
$$

- The method must invert a tridiagonal matrix to get the solution in each time level.
- But it is unconditionally stable, stable independently on the choice of $\Delta t$.
- Crank-Nicolson method ( $\theta=1 / 2$ ):

$$
\begin{equation*}
\left(I+\frac{\Delta t}{2} \mathcal{A}_{1}\right) v^{n}=\left(I-\frac{\Delta t}{2} \mathcal{A}_{1}\right) v^{n-1}+\Delta t f^{n-1 / 2} \tag{3.51}
\end{equation*}
$$

- It requires to solve a tridiagonal system in each time level, as in the backward Euler method.
- However, the Crank-Nicolson method is most popular, because it is second-order in both space and time and unconditionally stable.
- The Crank-Nicolson method can be viewed as an explicit method in the first half of the space-time slice $\mathcal{S}^{n}\left(:=\Omega \times\left(t^{n-1}, t^{n}\right]\right)$ and an implicit method in the second half of $\mathcal{S}^{n}$. Hence it is often called a semiimplicit method.


### 3.8.1. Stability analysis for the $\theta$-Method

Setting $f \equiv 0$, the algebraic system (3.48) reads pointwisely

$$
\begin{align*}
& -\theta \mu v_{j-1}^{n}+(1+2 \theta \mu) v_{j}^{n}-\theta \mu v_{j+1}^{n}  \tag{3.52}\\
& \quad=(1-\theta) \mu v_{j-1}^{n-1}+[1-2(1-\theta) \mu] v_{j}^{n-1}+(1-\theta) \mu v_{j+1}^{n-1},
\end{align*}
$$

where $\mu=\Delta t / \Delta x^{2}$.
For an stability analysis for this one-parameter family of systems by utilizing the von Neumann analysis in §3.4.2, substitute $g^{n} e^{i j \vartheta}$ for $v_{j}^{n}$ in (3.52) to have

$$
\begin{aligned}
& g\left[-\theta \mu e^{-i \vartheta}+(1+2 \theta \mu)-\theta \mu e^{i \vartheta}\right] \\
& \quad=(1-\theta) \mu e^{-i \vartheta}+[1-2(1-\theta) \mu]+(1-\theta) \mu e^{i \vartheta} .
\end{aligned}
$$

That is,

$$
\begin{align*}
g & =\frac{1-2(1-\theta) \mu(1-\cos \vartheta)}{1+2 \theta \mu(1-\cos \vartheta)} \\
& =\frac{1-4(1-\theta) \mu \sin ^{2}(\vartheta / 2)}{1+4 \theta \mu \sin ^{2}(\vartheta / 2)} . \tag{3.53}
\end{align*}
$$

Because $\mu>0$ and $\theta \in[0,1]$, the amplification factor $g$ cannot be larger than one. The condition $g \geq-1$ is equivalent to

$$
1-4(1-\theta) \mu \sin ^{2}(\vartheta / 2) \geq-\left[1+4 \theta \mu \sin ^{2}(\vartheta / 2)\right]
$$

or

$$
(1-2 \theta) \mu \sin ^{2} \frac{\vartheta}{2} \leq \frac{1}{2}
$$

Thus the $\theta$-method (3.48) is stable if

$$
\begin{equation*}
(1-2 \theta) \mu \leq \frac{1}{2} \tag{3.54}
\end{equation*}
$$

## In conclusion:

- The $\theta$-method is unconditionally stable for $\theta \geq 1 / 2$
- When $\theta<1 / 2$, the method is stable only if

$$
\begin{equation*}
\mu=\frac{\Delta t}{\Delta x^{2}} \leq \frac{1}{2(1-2 \theta)}, \quad \theta \in[0,1 / 2) \tag{3.55}
\end{equation*}
$$

### 3.8.2. Accuracy order

We shall choose $\left(x_{j}, t^{n-1 / 2}\right)$ for the expansion point in the following derivation for the truncation error of the $\theta$-method.

The arguments in $\S 1.2$ give

$$
\begin{equation*}
\frac{u_{j}^{n}-u_{j}^{n-1}}{\Delta t}=\left[u_{t}+\frac{u_{t t t}}{6}\left(\frac{\Delta t}{2}\right)^{2}+\cdots\right]_{j}^{n-1 / 2} . \tag{3.56}
\end{equation*}
$$

Also from the section, we have

$$
\mathcal{A}_{1} u_{j}^{\ell}=-\left[u_{x x}+\frac{u_{x x x x}}{12} \Delta x^{2}+2 \frac{u_{x x x x x x}}{6!} \Delta x^{4}+\cdots\right]_{j}^{\ell}, \quad \ell=n-1, n .
$$

We now expand each term in the right side of the above equation in powers of $\Delta t$, about $\left(x_{j}, t^{n-1 / 2}\right)$, to have

$$
\begin{align*}
\mathcal{A}_{1} u_{j}^{\left(n-\frac{1}{2}\right) \pm \frac{1}{2}}= & -\left[u_{x x}+\frac{u_{x x x x}}{12} \Delta x^{2}+2 \frac{u_{x x x x x x}}{6!} \Delta x^{4}+\cdots\right]_{j}^{n-1 / 2} \\
& \mp \frac{\Delta t}{2}\left[u_{x x t}+\frac{u_{x x x x t}}{12} \Delta x^{2}+2 \frac{u_{x x x x x x t}}{6!} \Delta x^{4}+\cdots\right]_{j}^{n-1 / 2}  \tag{3.57}\\
& -\frac{1}{2}\left(\frac{\Delta t}{2}\right)^{2}\left[u_{x x t t}+\frac{u_{x x x x t t}}{12} \Delta x^{2}+\cdots\right]_{j}^{n-1 / 2}-\cdots .
\end{align*}
$$

It follows from (3.56) and (3.57) that

$$
\begin{align*}
\frac{u_{j}^{n}-u_{j}^{n-1}}{\Delta t} & +\mathcal{A}_{1}\left[\theta u_{j}^{n}+(1-\theta) u_{j}^{n-1}\right]=u_{t}+\frac{u_{t t t}}{6}\left(\frac{\Delta t}{2}\right)^{2}+\mathcal{O}\left(\Delta t^{4}\right) \\
& -\left(u_{x x}+\frac{u_{x x x x}}{12} \Delta x^{2}+2 \frac{u_{x x x x x x}}{6!} \Delta x^{4}+\cdots\right) \\
& -\frac{\Delta t}{2}(2 \theta-1)\left(u_{x x t}+\frac{u_{x x x x t}}{12} \Delta x^{2}+2 \frac{u_{x x x x x x t}}{6!} \Delta x^{4}+\cdots\right)  \tag{3.58}\\
& -\frac{1}{2}\left(\frac{\Delta t}{2}\right)^{2}\left(u_{x x t t}+\frac{u_{x x x t t}}{12} \Delta x^{2}+\cdots\right)-\cdots,
\end{align*}
$$

of which the right side is evaluated at $\left(x_{j}, t^{n-1 / 2}\right)$.

So the truncation error $\mathcal{T} u\left(:=P u-P_{\Delta x, \Delta t} u\right)$ turns out to be

$$
\begin{align*}
\mathcal{T} u_{j}^{n-1 / 2}= & \left(\theta-\frac{1}{2}\right) u_{x x t} \Delta t+\frac{u_{x x x x}}{12} \Delta x^{2}-\frac{u_{t t t}}{24} \Delta t^{2}+\frac{u_{x x t t}}{8} \Delta t^{2} \\
& +\left(\theta-\frac{1}{2}\right) \frac{u_{x x x x t}}{12} \Delta t \Delta x^{2}+2 \frac{u_{x x x x x x}}{6!} \Delta x^{4}+\cdots \\
= & {\left[\left(\theta-\frac{1}{2}\right) \Delta t+\frac{\Delta x^{2}}{12}\right] u_{x x t}+\frac{\Delta t^{2}}{12} u_{t t t} } \\
& +\left[\left(\theta-\frac{1}{2}\right) \Delta t+\frac{\Delta x^{2}}{12}\right] \frac{\Delta x^{2}}{12} u_{x x x x t}-\left(\frac{1}{12^{2}}-\frac{2}{6!}\right) u_{x x x x x x} \Delta x^{4}+\cdots, \tag{3.59}
\end{align*}
$$

where we have utilized $u_{t}=u_{x x}+f$.
Thus the accuracy order reads

$$
\begin{cases}\mathcal{O}\left(\Delta t^{2}+\Delta x^{2}\right) & \text { when } \theta=\frac{1}{2}  \tag{3.60}\\ \mathcal{O}\left(\Delta t^{2}+\Delta x^{4}\right) & \text { when } \theta=\frac{1}{2}-\frac{\Delta x^{2}}{12 \Delta t} \\ \mathcal{O}\left(\Delta t+\Delta x^{2}\right) & \text { otherwise. }\end{cases}
$$

Note that the second choice of $\theta$ in (3.60) is less than $1 / 2$, which is equivalent to

$$
\frac{\Delta t}{\Delta x^{2}}=\frac{1}{6(1-2 \theta)}
$$

Hence it satisfies (3.55); the method is stable and we can take large time steps while maintaining accuracy and stability. For example, when $\Delta x=\Delta t=0.01$, we have $\theta=\frac{1}{2}-\frac{1}{1200}$ for the $(2,4)$-accuracy scheme in time-space.

### 3.8.3. Maximum principle

For heat conduction without interior sources/sinks, it is known mathematically and physically that the extreme values of the solution appear either in the initial data or on the boundary. This property is called the maximum principle.

- It is quite natural and sometimes very important to examine if the numerical solution satisfies the maximum principle.
- Once the scheme satisfies the maximum principle, the solution will never involve interior local extrema.

Theorem 3.9. (Maximum principle for $\boldsymbol{\theta}$-method) Let $f=0$ and the $\theta$-method be set satisfying $\theta \in[0,1]$ and

$$
\begin{equation*}
(1-\theta) \mu \leq \frac{1}{2} \tag{3.61}
\end{equation*}
$$

If the computed solution $v$ has an interior maximum or minimum, then $v$ is constant.

Proof. We rewrite the component-wise expression of the $\theta$-method, (3.52), in the form

$$
\begin{align*}
(1+2 \theta \mu) v_{j}^{n}=\theta \mu\left(v_{j-1}^{n}+v_{j+1}^{n}\right)+ & (1-\theta) \mu\left(v_{j-1}^{n-1}+v_{j+1}^{n-1}\right)  \tag{3.62}\\
& +[1-2(1-\theta) \mu] v_{j}^{n-1} .
\end{align*}
$$

Under the hypotheses of the theorem all coefficients in the right side of the above equation are nonnegative and sum to $(1+2 \theta \mu)$. Hence this leads to the conclusion that the interior point $\left(x_{j}, t^{n}\right)$ can have a local maximum or minimum only if all five neighboring points, related to the right side of (3.62), have the same maximum or minimum value. The argument then implies that $v$ has the same value at all grid points including those on the boundary. This completes the proof.

### 3.8.4. Error analysis

Let

$$
e_{j}^{n}=u_{j}^{n}-v_{j}^{n},
$$

where $u_{j}^{n}=u\left(x_{j}, t^{n}\right)$ with $u$ being the exact solution of (3.1). Define

$$
\mathcal{E}^{n}=\max _{j}\left|e_{j}^{n}\right|, \quad \mathcal{T}^{n-1 / 2}=\max _{j}\left|\mathcal{T} u_{j}^{n-1 / 2}\right|,
$$

where $\mathcal{T} u_{j}^{n-1 / 2}$ is the truncation error at $\left(x_{j}, t^{n-1 / 2}\right)$ defined in (3.59).
Theorem 3.10. Let $\theta \in[0,1]$ and $(1-\theta) \mu \leq \frac{1}{2}$ for the $\theta$-method. Then,

$$
\begin{equation*}
\mathcal{E}^{n} \leq \Delta t \sum_{k=1}^{n} \mathcal{T}^{k-1 / 2} \tag{3.63}
\end{equation*}
$$

It follows from (3.63) that

$$
\begin{equation*}
\mathcal{E}^{n} \leq n \Delta t \max _{k} \mathcal{T}^{k-1 / 2} \leq T \max _{k} \mathcal{T}^{k-1 / 2} \tag{3.64}
\end{equation*}
$$

where $T$ is the upper limit of the time variable.

### 3.9. Homework

1. The energy method can be utilized to prove stability of the forward Euler scheme for $u_{t}-u_{x x}=0$ :

$$
\begin{equation*}
v_{j}^{n}=\mu v_{j-1}^{n-1}+(1-2 \mu) v_{j}^{n-1}+\mu v_{j+1}^{n-1} \tag{3.65}
\end{equation*}
$$

The analysis requires you to prove

$$
\begin{equation*}
\left\|v^{n}\right\|_{\Delta x}^{2} \leq(1+C \Delta t)^{2}\left\|v^{n-1}\right\|_{\Delta x}^{2}, \tag{3.66}
\end{equation*}
$$

for some $C \geq 0$. Prove it, assuming $1-2 \mu \geq 0$ and using the following hint

- Start with squaring (3.65).
- Apply the inequality $|a b| \leq \frac{a^{2}+b^{2}}{2}$.
- Use the observation

$$
\sum_{j}\left|v_{j-1}^{n-1}\right|^{2}=\sum_{j}\left|v_{j}^{n-1}\right|^{2}=\sum_{j}\left|v_{j+1}^{n-1}\right|^{2}
$$

2. Verify (3.37) and (3.38).
3. Use the arguments in the proof of Example 3.5 on page 64 to prove Theorem 3.10.
4. This problem shows a different way of maximum principle for FD methods. Prove that the solution of the forward Euler method (3.5) satisfies

$$
\begin{equation*}
\min _{j} v_{j}^{n-1} \leq v_{j}^{n} \leq \max _{j} v_{j}^{n-1} \tag{3.67}
\end{equation*}
$$

when $f \equiv 0$ and $\mu \leq 1 / 2$.
5. Consider the problem in (3.20):

$$
\begin{array}{cl}
u_{t}-u_{x x}=0, & (x, t) \in[0,1] \times[0,1], \\
u=0, & (x, t) \in\{0,1\} \times[0,1],  \tag{3.68}\\
u=\sin (\pi x), & x \in[0,1], t=0
\end{array}
$$

(a) Implement a code for the $\theta$-method.
(b) Compare its performances for $\theta=0,1,1 / 2$.

Choose $\Delta x=1 / 10,1 / 20$; set either $\Delta t=\Delta x$ or $\Delta t$ to satisfy the stability limit.

## Chapter 4

## Finite Difference Methods for Elliptic Equations

This chapter introduces finite difference methods for elliptic PDEs defined on 1-dimensional (1D), 2-dimensional (2D), or 3-dimensional (3D) regions.

### 4.1. Finite Difference (FD) Methods

Let $\Omega=\left(a_{x}, b_{x}\right) \times\left(a_{y}, b_{y}\right)$ in 2D space. Consider the model problem

$$
\begin{array}{cl}
\text { (a) }-\nabla \cdot(a \nabla u)+c u=f, & \mathbf{x} \in \Omega  \tag{4.1}\\
\text { (b) } a u_{\nu}+\beta u=g, & \mathbf{x} \in \Gamma,
\end{array}
$$

where the diffusivity $a(\mathbf{x})>0$ and the coefficient $c(\mathbf{x}) \geq 0$.

- When $c \equiv 0$ and $\beta \equiv 0$, the problem (4.1) has infinitely many solutions.
- If $u(\mathbf{x})$ is a solution, so is $u(\mathbf{x})+C$, for $\forall C \in \mathbb{R}$.
- Also we can see that the corresponding algebraic system is singular.
- The singularity is not a big issue in numerical simulation; one may impose a Dirichlet condition at a grid point on the boundary.
- We may assume that (4.1) admits a unique solution.

To explain the main feature of the central FD method, we may start with the problem (4.1) with the constant diffusivity, i.e., $a=1$.

### 4.1.1. Constant-coefficient problems

Consider the following simplified problem ( $a \equiv 1$ ):

$$
\begin{align*}
-u_{x x}-u_{y y}+c u & =f(x, y), \quad(x, y) \in \Omega  \tag{4.2}\\
u_{\nu}+\beta u & =g(x, y), \quad(x, y) \in \Gamma
\end{align*}
$$

Furthermore, we may start with the 1D problem:
(a) $-u_{x x}+c u=f, x \in\left(a_{x}, b_{x}\right)$,
(b) $-u_{x}+\beta u=g, \quad x=a_{x}$,
(c) $u_{x}+\beta u=g, x=b_{x}$.

Select $n_{x}$ equally spaced grid points on the interval $\left[a_{x}, b_{x}\right]$ :

$$
x_{i}=a_{x}+i h_{x}, \quad i=0,1, \cdots, n_{x}, \quad h_{x}=\frac{b_{x}-a_{x}}{n_{x}} .
$$

Let $u_{i}=u\left(x_{i}\right)$ and recall (1.16) on page 10:

$$
\begin{equation*}
-u_{x x}\left(x_{i}\right) \approx \frac{-u_{i-1}+2 u_{i}-u_{i+1}}{h_{x}^{2}}+\frac{u_{x x x x}\left(x_{i}\right)}{12} h_{x}^{2}+\cdots . \tag{4.4}
\end{equation*}
$$

Apply the FD scheme for (4.3.a) to have

$$
\begin{equation*}
-u_{i-1}+\left(2+h_{x}^{2} c\right) u_{i}-u_{i+1}=h_{x}^{2} f_{i} . \tag{4.5}
\end{equation*}
$$

However, we will meet ghost grid values at the end points. For example, at the point $a_{x}=x_{0}$, the formula becomes

$$
\begin{equation*}
-u_{-1}+\left(2+h_{x}^{2} c\right) u_{0}-u_{1}=h_{x}^{2} f_{0} . \tag{4.6}
\end{equation*}
$$

Here the value $u_{-1}$ is not defined and we call it a ghost grid value.
Now, let's replace the value by using the boundary condition (4.3.b). Recall the central FD scheme (1.15) for $u_{x}$ at $x_{0}$ :

$$
\begin{equation*}
u_{x}\left(x_{0}\right) \approx \frac{u_{1}-u_{-1}}{2 h_{x}}, \text { Trunc.Err }=-\frac{u_{x x x}\left(x_{0}\right)}{6} h_{x}^{2}+\cdots \tag{4.7}
\end{equation*}
$$

Thus he equation (4.3.b) can be approximated (at $x_{0}$ )

$$
\begin{equation*}
u_{-1}+2 h_{x} \beta u_{0}-u_{1}=2 h_{x} g_{0} . \tag{4.8}
\end{equation*}
$$

Hence it follows from (4.6) and (4.8) that

$$
\begin{equation*}
\left(2+h_{x}^{2} c+2 h_{x} \beta\right) u_{0}-2 u_{1}=h_{x}^{2} f_{0}+2 h_{x} g_{0} . \tag{4.9}
\end{equation*}
$$

The same can be considered for the algebraic equation at the point $x_{n}$.

The problem (4.3) is reduced to finding the solution $\mathbf{u}_{1}$ satisfying

$$
\begin{equation*}
A_{1} \mathbf{u}_{1}=\mathbf{b}_{1} \tag{4.10}
\end{equation*}
$$

where

$$
A_{1}=\left[\begin{array}{ccccc}
2+h_{x}^{2} c+2 h_{x} \beta & -2 & & & \\
-1 & 2+h_{x}^{2} c & -1 & & \\
& \ddots & \ddots & \ddots & \\
& & -1 & 2+h_{x}^{2} c & -1 \\
& & & -2 & 2+h_{x}^{2} c+2 h_{x} \beta
\end{array}\right]
$$

and

$$
\mathbf{b}_{1}=\left[\begin{array}{c}
h_{x}^{2} f_{0} \\
h_{x}^{2} f_{1} \\
\vdots \\
h_{x}^{2} f_{n_{x}-1} \\
h_{x}^{2} f_{n_{x}}
\end{array}\right]+\left[\begin{array}{c}
2 h_{x} g_{0} \\
0 \\
\vdots \\
0 \\
2 h_{x} g_{n_{x}}
\end{array}\right] .
$$

Such a technique of removing ghost grid values is called outer bordering. We can use it for the 2D problem (4.2) along the boundary grid points.

Symmetrization: The matrix $A_{1}$ is not symmetric! You can symmetrize it by dividing the first and the last rows of $\left[A_{1} \mid \mathbf{b}_{1}\right]$ by 2 . For the 2D problem, you have to apply "division by 2 " along each side of boundaries. (So, the algebraic equations corresponding to the corner points would be divided by a total factor of 4 , for a symmetric algebraic system.)

### 4.1.2. General diffusion coefficients

Let the 1D problem read
(a) $-\left(a u_{x}\right)_{x}+c u=f, x \in\left(a_{x}, b_{x}\right)$,
(b) $-a u_{x}+\beta u=g, \quad x=a_{x}$,
(c) $a u_{x}+\beta u=g, x=b_{x}$.

The central FD scheme for $\left(a u_{x}\right)_{x}$ can be obtained as follows.

- The term $\left(a u_{x}\right)$ can be viewed as a function and approximated as

$$
\begin{equation*}
\left(a u_{x}\right)_{x}\left(x_{i}\right) \approx \frac{\left(a u_{x}\right)_{i+1 / 2}-\left(a u_{x}\right)_{i-1 / 2}}{h_{x}}+\mathcal{O}\left(h_{x}^{2}\right), \tag{4.12}
\end{equation*}
$$

where $\left(a u_{x}\right)_{i+1 / 2}$ denotes the value of $\left(a u_{x}\right)$ evaluated at $x_{i+1 / 2}:=\left(x_{i}+\right.$ $\left.x_{i+1}\right) / 2$.

- The terms $\left(a u_{x}\right)_{i+1 / 2}$ and $\left(a u_{x}\right)_{i-1 / 2}$ can be again approximated as

$$
\begin{align*}
& \left(a u_{x}\right)_{i+1 / 2} \approx a_{i+1 / 2} \frac{u_{i+1}-u_{i}}{h_{x}}-a_{i+1 / 2} \frac{u_{x x x}\left(x_{i+1 / 2}\right)}{3!}\left(\frac{h_{x}}{2}\right)^{2}+\cdots, \\
& \left(a u_{x}\right)_{i-1 / 2} \approx a_{i-1 / 2} \frac{u_{i}-u_{i-1}}{h_{x}}-a_{i-1 / 2} \frac{u_{x x x}\left(x_{i-1 / 2}\right)}{3!}\left(\frac{h_{x}}{2}\right)^{2}+\cdots \tag{4.13}
\end{align*}
$$

- Combine the above two equations to have

$$
\begin{equation*}
-\left(a u_{x}\right)_{x}\left(x_{i}\right) \approx \frac{-a_{i-1 / 2} u_{i-1}+\left(a_{i-1 / 2}+a_{i+1 / 2}\right) u_{i}-a_{i+1 / 2} u_{i+1}}{h_{x}^{2}} \tag{4.14}
\end{equation*}
$$

of which the overall truncation error becomes $\mathcal{O}\left(h_{x}^{2}\right)$. See Homework 4.1 on page 150 .

## Notes

- The $y$-directional approximation can be done in the same fashion.
- The reader should also notice that the quantities $a_{i+1 / 2}$ evaluated at midpoints are not available in general.
- We may replace it by the arithmetic/harmonic average of $a_{i}$ and $a_{i+1}$ :

$$
\begin{equation*}
a_{i+1 / 2} \approx \frac{a_{i}+a_{i+1}}{2} \text { or }\left[\frac{1}{2}\left(\frac{1}{a_{i}}+\frac{1}{a_{i+1}}\right)\right]^{-1} . \tag{4.15}
\end{equation*}
$$

- The harmonic average is preferred; the resulting system holds the conservation property. See §5.7.


### 4.1.3. FD schemes for mixed derivatives

The linear elliptic equation in its general form is given as

$$
\begin{equation*}
-\nabla \cdot(A(\mathbf{x}) \nabla u)+\mathbf{b} \cdot \nabla u+c u=f, \quad \mathbf{x} \in \Omega \subset \mathbb{R}^{d} \tag{4.16}
\end{equation*}
$$

where $1 \leq d \leq 3$ and

$$
-\nabla \cdot(A(\mathbf{x}) \nabla u)=-\sum_{i, j} \frac{\partial}{\partial x_{i}}\left(a_{i j}(\mathbf{x}) \frac{\partial u}{\partial x_{j}}\right)
$$

Thus we must approximate the mixed derives whenever they appear.
As an example, we consider a second-order FD scheme for $\left(a u_{x}\right)_{y}$ on a mesh of grid size $h_{x} \times h_{y}$ :

$$
\begin{align*}
\left(a u_{x}\right)_{y}\left(\mathbf{x}_{p q}\right) \approx & \frac{a u_{x}\left(\mathbf{x}_{p, q+1}\right)-a u_{x}\left(\mathbf{x}_{p, q-1}\right)}{2 h_{y}}+\mathcal{O}\left(h_{y}^{2}\right) \\
\approx & \frac{a_{p, q+1}\left(u_{p+1, q+1}-u_{p-1, q+1}\right)-a_{p, q-1}\left(u_{p+1, q-1}-u_{p-1, q-1}\right)}{4 h_{x} h_{y}}  \tag{4.17}\\
& +\mathcal{O}\left(h_{x}^{2}\right)+\mathcal{O}\left(h_{y}^{2}\right) .
\end{align*}
$$

- There may involve difficulties in FD approximations when the diffusion coefficient $A$ is a full tensor.
- Scalar coefficients can also become a full tensor when coordinates are changed.


### 4.1.4. $L^{\infty}$-norm error estimates for $\mathbf{F D}$ schemes

Let $\Omega$ be a rectangular domain in 2 D and $\Gamma=\partial \Omega$. Consider

$$
\begin{align*}
-\Delta u & =f, \\
u & =g \in \Omega,  \tag{4.18}\\
& \mathbf{x} \in \Gamma,
\end{align*}
$$

where $\mathbf{x}=(x, y)=\left(x_{1}, x_{2}\right)$ and

$$
\Delta=\nabla \cdot \nabla=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}=\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}
$$

Let $\Delta_{h}$ be the discrete five-point Laplacian:

$$
\begin{align*}
& \Delta_{h} u_{p q}=\left(\delta_{x}^{2}+\delta_{y}^{2}\right) u_{p q} \\
& \quad:=\frac{u_{p-1, q}-2 u_{p q}+u_{p+1, q}}{h_{x}^{2}}+\frac{u_{p, q-1}-2 u_{p q}+u_{p, q+1}}{h_{y}^{2}} . \tag{4.19}
\end{align*}
$$

Consistency: Let $u_{h}$ be the FD solution of (4.18), i.e.,

$$
\begin{align*}
-\Delta_{h} u_{h} & =f, \quad \mathbf{x} \in \Omega_{h}  \tag{4.20}\\
u_{h} & =g, \quad \mathbf{x} \in \Gamma_{h}
\end{align*}
$$

where $\Omega_{h}$ and $\Gamma_{h}$ are the sets of grid points on $\Omega^{\circ}$ and $\Gamma$, respectively. Note that the exact solution $u$ of (4.18) satisfies

$$
\begin{equation*}
-\Delta_{h} u=f+\mathcal{O}\left(h^{2} \partial^{4} u\right), \quad \mathbf{x} \in \Omega_{h} \tag{4.21}
\end{equation*}
$$

Thus it follows from (4.20) and (4.21) that for some $C>0$ independent of $h$,

$$
\begin{equation*}
\left\|\Delta_{h}\left(u-u_{h}\right)\right\|_{\infty, \Omega_{h}} \leq C h^{2}\left\|\partial^{4} u\right\|_{\infty, \Omega_{h}} \tag{4.22}
\end{equation*}
$$

where $\|\cdot\|_{\infty, \Omega_{h}}$ denotes the maximum norm measured on the grid points $\Omega_{h}$.

Convergence: We are more interested in an error estimate for $\left(u-u_{h}\right)$ rather than for $\Delta_{h}\left(u-u_{h}\right)$. We begin with the following lemma.
Lemma 4.1. Let $\Omega$ is a rectangular domain and $v_{h}$ be a discrete function defined on a grid $\Omega_{h}$ of $\Omega$ with $v_{h}=0$ on the boundary $\Gamma_{h}$. Then

$$
\begin{equation*}
\left\|v_{h}\right\|_{\infty, \Omega_{h}} \leq C\left\|\Delta_{h} v_{h}\right\|_{\infty, \Omega_{h}}, \tag{4.23}
\end{equation*}
$$

for some $C>0$ independent on $h$.
Proof. Let the function $f_{h}$ be defined as

$$
f_{h}:=-\Delta_{h} v_{h}, \quad \mathbf{x} \in \Omega_{h} .
$$

Then obviously

$$
\begin{align*}
& \text { (a) }\left\|f_{h}\right\|_{\infty, \Omega_{h}}=\left\|\Delta_{h} v_{h}\right\|_{\infty, \Omega_{h}}, \\
& \text { (b) }-\left\|f_{h}\right\|_{\infty, \Omega_{h}} \leq-\Delta_{h} v_{h} \leq\left\|f_{h}\right\|_{\infty, \Omega_{h}} \text {. } \tag{4.24}
\end{align*}
$$

Let $\widehat{\mathbf{x}}=(\hat{x}, \hat{y})$ be the centroid of $\Omega$ and consider

$$
w_{h}(\mathbf{x})=\frac{1}{4}|\mathbf{x}-\widehat{\mathbf{x}}|^{2}=\frac{1}{4}\left((x-\hat{x})^{2}+(y-\hat{y})^{2}\right), \quad \mathbf{x} \in \Omega_{h}
$$

Then $w_{h}$ has its maximum on the boundary, bounded by a constant $C>0$ independent on $h$, and

$$
-\Delta_{h} w_{h}=-1, \quad \mathbf{x} \in \Omega_{h}
$$

So from (4.24.b) we have

$$
-\Delta_{h}\left(v_{h}+\left\|f_{h}\right\|_{\infty, \Omega_{h}} w_{h}\right)=-\Delta_{h} v_{h}-\left\|f_{h}\right\|_{\infty, \Omega_{h}} \leq 0
$$

and therefore from the discrete maximum principle for subharmonic functions, Theorem B. 7 on page 363,

$$
v_{h}+\left\|f_{h}\right\|_{\infty, \Omega_{h}} w_{h} \leq\left\|f_{h}\right\|_{\infty, \Omega_{h}}\left\|w_{h}\right\|_{\infty, \Gamma_{h}} \leq C\left\|f_{h}\right\|_{\infty, \Omega_{h}} .
$$

Since $w_{h} \geq 0$,

$$
\begin{equation*}
v_{h} \leq C\left\|f_{h}\right\|_{\infty, \Omega_{h}} \tag{4.25}
\end{equation*}
$$

The argument in the proof can be applied for the same conclusion, when $v_{h}$ is replaced by $-v_{h}$. Thus, (4.23) follows from (4.24.a) and (4.25).

Clearly, $\left(u-u_{h}\right)$ in (4.22) can be considered as a discrete function on the unit square with $u-u_{h}=0$ on $\Gamma_{h}$. Therefore, with a aid of Lemma 4.1, one can conclude

Theorem 4.2. Let $u$ and $u_{h}$ be the solutions of (4.18) and (4.20), respectively. Then

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{\infty, \Omega_{h}} \leq C h^{2}\left\|\partial^{4} u\right\|_{\infty, \Omega_{h}}, \tag{4.26}
\end{equation*}
$$

for some $C>0$ independent on the grid size $h$.

Generalization: The above theorem can be expanded for more general elliptic problems of the form

$$
\begin{array}{ccc}
L u:=-\nabla \cdot(A(\mathbf{x}) \nabla u)+\mathbf{b}(\mathbf{x}) \cdot \nabla u=f, & \mathbf{x} \in \Omega,  \tag{4.27}\\
u=g, & \mathbf{x} \in \Gamma,
\end{array}
$$

where $A(\mathbf{x})=\operatorname{diag}\left(a_{11}(\mathbf{x}), a_{22}(\mathbf{x})\right)$.
Let $L_{h}$ be the five-point central discretization of $L$ and $u_{h}$ be the solution of

$$
\begin{array}{cc}
L_{h} u_{h}=f, & \mathbf{x} \in \Omega_{h}, \\
u_{h}=g, & \mathbf{x} \in \Gamma_{h} . \tag{4.28}
\end{array}
$$

Theorem 4.3. Let $u$ and $u_{h}$ be the solutions of (4.27) and (4.28), respectively. Assume $h$ is sufficiently small for the case $\mathbf{b} \neq 0$. Then

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{\infty, \Omega_{h}} \leq C h^{2} \tag{4.29}
\end{equation*}
$$

for some $C=C\left(\Omega, \partial^{3} u, \partial^{4} u\right)>0$ independent on the grid size $h$.

Proof. Note that

$$
\begin{aligned}
& L_{h} u=f+\mathcal{O}\left(h^{2}\right), \quad \mathbf{x} \in \Omega_{h} . \\
& L_{h} u_{h}=f,
\end{aligned}
$$

Thus, we have

$$
\begin{equation*}
\left\|L_{h}\left(u-u_{h}\right)\right\|_{\infty, \Omega_{h}} \leq C h^{2} \tag{4.30}
\end{equation*}
$$

for some $C>0$ independent on $h$. Now, follow the same arguments utilized in Lemma 4.1, with Theorem B. 7 replaced by Theorem B.8, to get

$$
\begin{equation*}
\left\|v_{h}\right\|_{\infty, \Omega_{h}} \leq C\left\|L_{h} v_{h}\right\|_{\infty, \Omega_{h}}, \tag{4.31}
\end{equation*}
$$

for discrete functions $v_{h}$ such that $v_{h}=0$ on $\Gamma_{h}$. The inequality (4.29) follows from (4.30) and (4.31) with $v_{h}=u-u_{h}$.

### 4.1.5. The Algebraic System for FDM

Let $\Omega=\left[a_{x}, b_{x}\right] \times\left[a_{y}, b_{y}\right]$ and $\Gamma=\partial \Omega$. Consider (4.18):

$$
\begin{align*}
-\Delta u & =f, \quad \mathrm{x} \in \Omega \\
u & =g, \quad \mathrm{x} \in \Gamma . \tag{4.32}
\end{align*}
$$

Define, for some positive integers $n_{x}, n_{y}$,

$$
h_{x}=\frac{b_{x}-a_{x}}{n_{x}}, \quad h_{y}=\frac{b_{y}-a_{y}}{n_{y}}
$$

and

$$
\begin{array}{ll}
x_{p}=a_{x}+p h_{x}, & p=0,1, \cdots, n_{x} \\
y_{q}=a_{y}+q h_{y}, & q=0,1, \cdots, n_{y}
\end{array}
$$

Let $\Delta_{h}$ be the discrete five-point Laplacian (4.19):

$$
\begin{align*}
& \Delta_{h} u_{p q}=\left(\delta_{x}^{2}+\delta_{y}^{2}\right) u_{p q} \\
& :=\frac{u_{p-1, q}-2 u_{p q}+u_{p+1, q}}{h_{x}^{2}}+\frac{u_{p, q-1}-2 u_{p q}+u_{p, q+1}}{h_{y}^{2}} . \tag{4.33}
\end{align*}
$$

Then, when the grid points are ordered row-wise, the algebraic system for the FDM reads

$$
\begin{equation*}
A \mathbf{u}=\mathbf{b} \tag{4.34}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{ccccc}
B & -I / h_{y}^{2} & & & 0  \tag{4.35}\\
-I / h_{y}^{2} & B & -I / h_{y}^{2} & & \\
& \ddots & \ddots & \ddots & \\
& & -I / h_{y}^{2} & B & -I / h_{y}^{2} \\
0 & & & -I / h_{y}^{2} & B
\end{array}\right]
$$

with $I$ being the identity matrix of dimension $n_{x}-1$ and $B$ being a matrix of order $n_{x}-1$ given by

$$
B=\left[\begin{array}{ccccc}
d & -1 / h_{x}^{2} & & & 0  \tag{4.36}\\
-1 / h_{x}^{2} & d & -1 / h_{x}^{2} & & \\
& \ddots & \ddots & \ddots & \\
& & -1 / h_{x}^{2} & d & -1 / h_{x}^{2} \\
0 & & & -1 / h_{x}^{2} & d
\end{array}\right]
$$

where $d=\frac{2}{h_{x}^{2}}+\frac{2}{h_{y}^{2}}$.
On the other hand,

$$
\begin{align*}
b_{p q}=f_{p q} & +\frac{g_{p-1, q}}{h_{x}^{2}} \delta_{p-1,0}+\frac{g_{p+1, q}}{h_{x}^{2}} \delta_{p+1, n_{x}}  \tag{4.37}\\
& +\frac{g_{p, q-1}}{h_{y}^{2}} \delta_{q-1,0}+\frac{g_{p, q+1}}{h_{y}^{2}} \delta_{q+1, n_{y}}
\end{align*}
$$

Here, the global point index for the row-wise ordering of the interior points, $i=0,1,2, \cdots$, becomes

$$
\begin{equation*}
i=(q-1) *\left(n_{x}-1\right)+p-1 \tag{4.38}
\end{equation*}
$$

## Saving and managing the algebraic system

- For the FDM we just considered, the total number of interior nodal points is

$$
\left(n_{x}-1\right) *\left(n_{y}-1\right)
$$

Thus, you may try to open the matrix and other arrays based on this number.

- Saving nonzero entries only, the matrix $A$ can be stored in an array of the form

$$
\begin{equation*}
A[M][5] \text { or } A\left[n_{y}-1\right]\left[n_{x}-1\right][5] \tag{4.39}
\end{equation*}
$$

where $M=\left(n_{x}-1\right) *\left(n_{y}-1\right)$.

- However, it is often more convenient when the memory objects are opened incorporating all the nodal points (including those on boundaries). You may open the matrix as

$$
\begin{equation*}
A\left[n_{y}+1\right]\left[n_{x}+1\right][5] . \tag{4.40}
\end{equation*}
$$

- The matrix $A$ in (4.35) can be saved, in Python, as

$$
\begin{aligned}
& r x, r y=1 / h x * * 2,1 / h y * * 2 \\
& d=2 *(r x+r y) \\
& \text { for } q \text { in range (1, ny) : } \\
& \text { for } p \text { in range ( } 1, n x \text { ): } \\
& \mathrm{A}[\mathrm{q}][\mathrm{p}][0]=-r y \\
& A[q][p][1]=-r x \\
& A[q][p][2]=d \\
& A[q][p][3]=-r x \\
& A[q][p][4]=-r y
\end{aligned}
$$

- Let the solution vector $u$ be opened in $u[n y+1][n x+1]$ and initialized along the boundaries. Then, the Gauss-Seidel iteration can be carried out as

```
import numpy as np; import copy
from numpy import abs,sqrt,pi,sin,cos
# the Jacobi matrix
T = copy.deepcopy(A) # np.ndarray((ny+1,nx+1,5),float)
for q in range(1,ny):
    for p in range(1,nx):
        for c in [0,1,3,4]:
            T[q][p][c] = -T[q][p][c]/T[q][p][2]
```

\# A function for the Gauss-Seidel iteration
def Gauss_Seidel(T,u,itmax=1):
ny, $n x=1 e n g(u)-1$, len(u[0])-1
for it in range(0,itmax):
for $q$ in range ( $1, \mathrm{ny}$ ):
for $p$ in range $(1, n x)$ :
$u[q][p]=T[q][p][0] * u[q-1][p] \quad \backslash$
$+T[q][p][1] * u[q][p-1]$ \}
$+T[q][p][3] * u[q][p+1] \backslash$
$+T[q][p][4] * u[q+1][p]$

### 4.2. Solution of Linear Algebraic Systems

In this section, we consider solution methods for the following linear system

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b}, \tag{4.41}
\end{equation*}
$$

where $A \in \mathbb{C}^{n \times n}$ and $\mathbf{b} \in \mathbb{C}^{n}$. In most applications of PDEs, the matrix $A$ is real-valued and sparse. By being sparse we mean that a large portion of entries in $A$ is zero. For example, the maximum number of nonzero entries in a row is five for the central FD application to the Poisson equation in 2D.

### 4.2.1. Direct method: the $L U$ factorization

Let the matrix

$$
A=\left[a_{i j}\right]
$$

be factorized into $L U$, where

$$
L=\left[l_{i j}\right], \quad U=\left[u_{i j}\right]
$$

are respectively lower and upper triangular matrices with $l_{i i}=1$.
Then (4.41) reads

$$
\begin{equation*}
A \mathbf{x}=L U \mathbf{x}=\mathbf{b} \tag{4.42}
\end{equation*}
$$

which can be solved by

$$
\begin{align*}
& L \mathbf{y}=\mathbf{b}  \tag{4.43}\\
& U \mathbf{x}=\mathbf{y}
\end{align*}
$$

by the forward elimination and backward substitution.

The LU factorization can be carried out by the Gauss elimination procedure. Define $A^{(1)}=\left[a_{i j}^{(1)}\right]=\left[a_{i j}\right]$ and

$$
A^{(k)}=\left[\begin{array}{cccccc}
a_{11}^{(k)} & a_{12}^{(k)} & \cdots & \cdots & \cdots & a_{1 n}^{(k)}  \tag{4.44}\\
& a_{22}^{(k)} & \cdots & \cdots & \cdots & a_{2 n}^{(k)} \\
& & \ddots & \cdots & \cdots & \vdots \\
& & & a_{k k}^{(k)} & \cdots & a_{k n}^{(k)} \\
& 0 & & a_{k+1, k}^{(k)} & \cdots & a_{k+1, n}^{(k)} \\
& & & \vdots & \ddots & \vdots \\
& & & a_{n k}^{(k)} & \cdots & a_{n n}^{(k)}
\end{array}\right] .
$$

Using the Gauss elimination procedure, $A^{(k+1)}$ and the entries of $L$ can be determined as

$$
\begin{align*}
& a_{i j}^{(k+1)}= \begin{cases}a_{i j}^{(k)}-\left(a_{i k}^{(k)} / a_{k k}^{(k)}\right) a_{k j}^{(k)}, & \text { for } i=k+1, \cdots, n, j=k, \cdots, n, \\
a_{i j}^{(k)}, & \text { else },\end{cases}  \tag{4.45}\\
& l_{k k}=1, \\
& l_{i k}=a_{i k}^{(k)} / a_{k k}^{(k)}, \quad i=k+1, \cdots, n .
\end{align*}
$$

Then, finally

$$
\begin{equation*}
U=A^{(n)}=\left[a_{i j}^{(n)}\right] . \tag{4.46}
\end{equation*}
$$

The above procedure can be summarized into the following pseudocode:

$$
\begin{align*}
& \text { For } k=1 \text { to } n-1 \\
& {\left[\begin{array}{l}
\text { For } i=k+1 \text { to } n \\
{\left[\begin{array}{l}
m_{i} \leftarrow a_{i k} / a_{k k} ; \\
\text { if } m_{i}=0, \text { continue } ; \\
a_{i k} \leftarrow m_{i} ; \\
\text { For } j=k+1 \text { to } n \\
\quad\left[a_{i j} \leftarrow a_{i j}-m_{i} a_{k j} ;\right.
\end{array}\right.}
\end{array}\right.} \tag{4.47}
\end{align*}
$$

In the output of the algorithm, the upper part including the main diagonal becomes $U$, while its strictly lower part is the corresponding part of $L$.

Algorithm (4.47) should be modified to incorporate the so-called partial pivoting when a pivot $a_{k k}$ is expected to be zero or small in modulus.

The LU factorization with partial pivoting must look like the following:

```
For \(k=1\) to \(n-1\)
\(\left[a_{\max } \leftarrow 0 ; i_{\max } \leftarrow 0 ; \quad /\right.\) *find pivot*/
For \(i=k\) to \(n\)
    [if \(\left(\left|a_{i k}\right|>a_{\max }\right)\)
                \(\left[a_{\text {max }} \leftarrow\left|a_{i k}\right| ; i_{\text {max }} \leftarrow i ;\right.\)
if \(\left(i_{\max }=0\right)\) stop; \(/ \star A\) is singular \(* /\)
if \(\left(i_{\max } \neq k\right)\)
    for \(j=1\) to \(n \quad /\) *row interchange */
\(\left[\begin{array}{l}\operatorname{tmp} \leftarrow a_{k j} ; \\ a_{k j} \leftarrow a_{i_{\max }, j} ; \\ a_{i_{\max }, j} \leftarrow \operatorname{tmp} ;\end{array}\right.\)
    \(\operatorname{itmp} \leftarrow \operatorname{intch}[k] ; \quad / *\) save interchange*/
    \(\operatorname{intch}[k] \leftarrow \operatorname{intch}\left[i_{\text {max }}\right]\);
    \(\operatorname{intch}\left[i_{\text {max }}\right] \leftarrow\) itmp;
For \(i=k+1\) to \(n \quad /\) *row operations*/
    \(\left[m_{i} \leftarrow a_{i k} / a_{k k} ;\right.\)
    if \(m_{i}=0\), continue;
    \(a_{i k} \leftarrow m_{i} ;\)
    For \(j=k+1\) to \(n\)
        \(\left[a_{i j} \leftarrow a_{i j}-m_{i} a_{k j} ;\right.\)
```

In the above algorithm, the array "intch" must be initialized in advance intch[i]=i. You can use the array resulting from (4.48) to reorder the entries of the right-hand side b . That is,

$$
\mathbf{b}[\mathrm{i}] \leftarrow \mathrm{b}[\mathrm{intch}[\mathrm{i}]], \quad i=1, \cdots, n
$$

Banded matrices: For a square matrix $A=\left[a_{i j}\right]$, if

$$
a_{i j}=0 \quad \text { for } \quad|i-j|>d, \quad \forall i, j,
$$

the matrix is called to be banded with the bandwidth $d$.

- In most applications with the numerical solution of PDEs, the algebraic system is banded.
- For banded matrices, the $L U$ factorization algorithms presented in (4.47) and (4.48) can be easily modified. For example, for the algorithm (4.47), simply replace the integers $n$ appeared as the last indices of the $i$ - and $j$-loops by $\min (n, k+d)$.


### 4.2.2. Linear iterative methods

Basic concepts: For solving linear algebraic systems, linear iterative methods begin with splitting the matrix $A$ by

$$
A=M-N,
$$

for some invertible matrix $M$.
Then, the linear system equivalently reads

$$
\begin{equation*}
M \mathrm{x}=N \mathrm{x}+\mathbf{b} . \tag{4.50}
\end{equation*}
$$

Associated with the splitting is an iterative method

$$
\begin{equation*}
M \mathbf{x}^{k}=N \mathbf{x}^{k-1}+\mathbf{b}, \tag{4.5}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\mathbf{x}^{k}=M^{-1}\left(N \mathbf{x}^{k-1}+\mathbf{b}\right)=\mathbf{x}^{k-1}+M^{-1}\left(\mathbf{b}-A \mathbf{x}^{k-1}\right), \tag{4.52}
\end{equation*}
$$

for an initial value $\mathrm{x}^{0}$.
Notes:

- Methods differ for different choices of $M$.
- $M$ must be easy to invert (efficiency) and $M^{-1} \approx A^{-1}$ (convergence).


### 4.2.3. Convergence theory

Let

$$
\mathbf{e}^{k}=\mathbf{x}-\mathbf{x}^{k} ;
$$

from (4.50) and (4.51), we obtain the error equation

$$
M \mathbf{e}^{k}=N \mathbf{e}^{k-1}
$$

or, equivalently,

$$
\begin{equation*}
\mathbf{e}^{k}=M^{-1} N \mathbf{e}^{k-1} \tag{4.53}
\end{equation*}
$$

Since

$$
\begin{align*}
\left\|\mathbf{e}^{k}\right\| \leq & \left\|M^{-1} N\right\| \cdot\left\|\mathbf{e}^{k-1}\right\| \\
\leq & \left\|M^{-1} N\right\|^{2} \cdot\left\|\mathbf{e}^{k-2}\right\|  \tag{4.54}\\
& \vdots \\
\leq & \left\|M^{-1} N\right\|^{k} \cdot\left\|\mathbf{e}^{0}\right\|
\end{align*}
$$

a sufficient condition for the convergence is

$$
\begin{equation*}
\left\|M^{-1} N\right\|<1 \tag{4.55}
\end{equation*}
$$

Let $\sigma(B)$ be the spectrum, the set of eigenvalues of the matrix $B$, and $\rho(B)$ denote the spectral radius defined by

$$
\rho(B)=\max _{\lambda_{i} \in \sigma(B)}\left|\lambda_{i}\right| .
$$

Theorem 4.4. The iteration converges if and only if

$$
\begin{equation*}
\rho\left(M^{-1} N\right)<1 \tag{4.56}
\end{equation*}
$$

## Graph theory for the estimation of the spectral radius

Definition 4.5. A permutation matrix is a square matrix in which each row and each column has one entry of unity, all others zero.

Definition 4.6. For $n \geq 2$, an $n \times n$ complex-valued matrix $A$ is reducible if there is a permutation matrix $P$ such that

$$
P A P^{T}=\left[\begin{array}{ll}
A_{11} & A_{12} \\
0 & A_{22}
\end{array}\right]
$$

where $A_{11}$ and $A_{22}$ are respectively $r \times r$ and $(n-r) \times(n-r)$ submatrices, $0<r<n$. If no such permutation matrix exists, then $A$ is irreducible.

The geometrical interpretation of the concept of the irreducibility by means of graph theory is useful.

## Geometrical interpretation of irreducibility



Figure 4.1: The directed paths for nonzero $a_{i i}$ and $a_{i j}$.


Figure 4.2: The directed graph $G(A)$ for $A$ in (4.57).

- Given $A=\left(a_{i j}\right) \in \mathbb{C}^{n \times n}$, consider $n$ distinct points

$$
P_{1}, P_{2}, \cdots, P_{n}
$$

in the plane, which we will call nodes or nodal points.

- For any nonzero entry $a_{i j}$ of $A$, we connect $P_{i}$ to $P_{j}$ by a path $\overrightarrow{P_{i} P_{j}}$, directed from the node $P_{i}$ to the node $P_{j}$; a nonzero $a_{i i}$ is joined to itself by a directed loop, as shown in Figure 4.1.
- In this way, every $n \times n$ matrix $A$ can be associated a directed graph $G(A)$. For example, the matrix

$$
A=\left[\begin{array}{rrr}
2 & -1 & 0  \tag{4.57}\\
-1 & 2 & -1 \\
0 & -1 & 2
\end{array}\right]
$$

has a directed graph shown in Figure 4.2.

Definition 4.7. A directed graph is strongly connected if, for any ordered pair of nodes ( $P_{i}, P_{j}$ ), there is a directed path of a finite length

$$
\overrightarrow{P_{i} P_{k_{1}}},{\overrightarrow{P_{k_{1}} P_{k_{2}}}, \cdots, P_{k_{r-1}} \vec{P}_{k_{r}=j}, ~}_{\overrightarrow{2}}
$$

connecting from $P_{i}$ to $P_{j}$.
The theorems to be presented in this subsection can be found in [68] along with their proofs.

Theorem 4.8. An $n \times n$ complex-valued matrix $A$ is irreducible if and only if its directed graph $G(A)$ is strongly connected.

It is obvious that the matrices obtained from FD/FE methods of the Poisson equation are strongly connected. Therefore the matrices are irreducible.

## Eigenvalue locus theorem

For $A=\left[a_{i j}\right] \in \mathbb{C}^{n \times n}$, let

$$
\Lambda_{i}:=\sum_{\substack{j=1 \\ j \neq i}}^{n}\left|a_{i j}\right|
$$

Theorem 4.9. (Eigenvalue locus theorem) Let $A=\left[a_{i j}\right]$ be an irreducible $n \times n$ complex matrix. Then,

1. (Gerschgorin [25]) All eigenvalues of $A$ lie in the union of the disks in the complex plane

$$
\begin{equation*}
\left|z-a_{i i}\right| \leq \Lambda_{i}, \quad 1 \leq i \leq n . \tag{4.58}
\end{equation*}
$$

2. (Taussky [65]) In addition, assume that $\lambda$, an eigenvalue of $A$, is a boundary point of the union of the disks $\left|z-a_{i i}\right| \leq \Lambda_{i}$. Then, all the $n$ circles $\left|z-a_{i i}\right|=\Lambda_{i}$ must pass through the point $\lambda$, i.e., $\left|\lambda-a_{i i}\right|=\Lambda_{i}$ for all $1 \leq i \leq n$.

For example, for

$$
A=\left[\begin{array}{rrr}
2 & -1 & 0 \\
-1 & 2 & -1 \\
0 & -1 & 2
\end{array}\right]
$$

$\Lambda_{1}=1, \Lambda_{2}=2$, and $\Lambda_{3}=1$. Since $a_{i i}=2$, for $i=1,2,3$,

$$
|\lambda-2|<2
$$

for all eigenvalues $\lambda$ of $A$.

## Positiveness

Definition 4.10. An $n \times n$ complex-valued matrix $A=\left[a_{i j}\right]$ is diagonally dominant if

$$
\begin{equation*}
\left|a_{i i}\right| \geq \Lambda_{i}:=\sum_{\substack{j=1 \\ j \neq i}}^{n}\left|a_{i j}\right|, \tag{4.59}
\end{equation*}
$$

for all $1 \leq i \leq n$. An $n \times n$ matrix $A$ is irreducibly diagonally dominant if $A$ is irreducible and diagonally dominant, with strict inequality holding in (4.59) for at least one $i$.

Theorem 4.11. Let $A$ be an $n \times n$ strictly or irreducibly diagonally dominant complex-valued matrix. Then, $A$ is nonsingular. If all the diagonal entries of $A$ are in addition positive real, then the real parts of all eigenvalues of $A$ are positive.

Corollary 4.12. A Hermitian matrix satisfying the conditions in Theorem 4.11 is positive definite.
Corollary 4.13. The FD/FE matrices from diffusion equations (including the Poisson equation) are positive definite, when it is symmetric.

## Regular splitting and M-matrices

Definition 4.14. For $n \times n$ real matrices, $A, M$, and $N, A=M-N$ is a regular splitting of $A$ if $M$ is nonsingular with $M^{-1} \geq 0$, and $N \geq 0$.
Theorem 4.15. If $A=M-N$ is a regular splitting of $A$ and $A^{-1} \geq 0$, then

$$
\begin{equation*}
\rho\left(M^{-1} N\right)=\frac{\rho\left(A^{-1} N\right)}{1+\rho\left(A^{-1} N\right)}<1 . \tag{4.60}
\end{equation*}
$$

Thus, the matrix $M^{-1} N$ is convergent and the iterative method of (4.51) converges for any initial value $\mathrm{x}^{0}$.
Definition 4.16. An $n \times n$ real matrix $A=\left[a_{i j}\right]$ with $a_{i j} \leq 0$ for all $i \neq j$ is an M-matrix if $A$ is nonsingular and $A^{-1} \geq 0$.
Theorem 4.17. Let $A=\left(a_{i j}\right)$ be an $n \times n M$-matrix. If $M$ is any $n \times n$ matrix obtained by setting certain off-diagonal entries of $A$ to zero, then $A=M-N$ is a regular splitting of $A$ and $\rho\left(M^{-1} N\right)<1$.
Theorem 4.18. Let $A$ be an $n \times n$ real matrix with $A^{-1}>0$, and $A=M_{1}-N_{1}=$ $M_{2}-N_{2}$ be two regular splittings of $A$. If $N_{2} \geq N_{1} \geq 0$, where neither $N_{2}-N_{1}$ nor $N_{1}$ is null, then

$$
\begin{equation*}
1>\rho\left(M_{2}^{-1} N_{2}\right)>\rho\left(M_{1}^{-1} N_{1}\right)>0 . \tag{4.61}
\end{equation*}
$$

### 4.2.4. Relaxation methods

We first express $A=\left(a_{i j}\right)$ as the matrix sum

$$
\begin{equation*}
A=D-E-F \tag{4.62}
\end{equation*}
$$

where

$$
\begin{aligned}
& D=\operatorname{diag}\left(a_{11}, a_{22}, \cdots, a_{n n}\right) \\
& E=\left(e_{i j}\right), \quad e_{i j}= \begin{cases}-a_{i j}, & \text { if } i>j, \\
0, & \text { else },\end{cases} \\
& F=\left(f_{i j}\right), \quad f_{i j}= \begin{cases}-a_{i j}, & \text { if } i<j, \\
0, & \text { else. }\end{cases}
\end{aligned}
$$

Then, a relaxation method can be formulated by selecting $M$ and $N$ for a regular splitting:

$$
\begin{equation*}
A=M-N \tag{4.63}
\end{equation*}
$$

Popular examples are

Table 4.1: Relaxation methods

| Methods | $M$ | $N$ |
| :--- | :--- | :--- |
| Jacobi method | $D$ | $E+F$ |
| Gauss-Seidel method | $D-E$ | $F$ |
| SOR method | $\frac{1}{\omega} D-E$ | $\frac{1-\omega}{\omega} D+F$ |
| Richardson method | $I$ | $I-A$ |

SOR stands for Successive Over Relaxation.

## Jacobi method

It is formulated as

$$
\begin{equation*}
D \mathbf{x}^{k}=(E+F) \mathbf{x}^{k-1}+\mathbf{b}, \tag{4.64}
\end{equation*}
$$

which is the same as choosing

$$
M=D, \quad N=E+F
$$

The $i$-th component of (4.64) reads

$$
a_{i i} x_{i}^{k}=-\sum_{j=1}^{i-1} a_{i j} x_{j}^{k-1}-\sum_{j=i+1}^{n} a_{i j} x_{j}^{k-1}+b_{i}
$$

or, equivalently,

$$
\begin{equation*}
x_{i}^{k}=\left(b_{i}-\sum_{j=1}^{i-1} a_{i j} x_{j}^{k-1}-\sum_{j=i+1}^{n} a_{i j} x_{j}^{k-1}\right) / a_{i i}, \tag{4.65}
\end{equation*}
$$

for $i=1, \cdots, n$.

## Gauss-Seidel method

For the choice

$$
M=D-E, \quad N=F,
$$

we obtain the Gauss-Seidel method:

$$
\begin{equation*}
(D-E) \mathbf{x}^{k}=F \mathbf{x}^{k-1}+\mathbf{b} \tag{4.66}
\end{equation*}
$$

Its $i$-th component reads

$$
\sum_{j=1}^{i} a_{i j} x_{j}^{k}=\sum_{j=i+1}^{n}-a_{i j} x_{j}^{k-1}+b_{i}
$$

which is equivalent to

$$
\begin{equation*}
x_{i}^{k}=\left(b_{i}-\sum_{j=1}^{i-1} a_{i j} x_{j}^{k}-\sum_{j=i+1}^{n} a_{i j} x_{j}^{k-1}\right) / a_{i i}, \quad i=1, \cdots, n . \tag{4.67}
\end{equation*}
$$

Note:

- The difference of the Gauss-Seidel method (4.67) out of the Jacobi method (4.65) is to utilize the updated values $x_{j}^{k}, j=1, \cdots, i-1$.s
- It makes the method converge or diverge twice faster asymptotically.


## Successive over-relaxation (SOR) method

Now, we consider the third basic linear iterative method for solving $A \mathbf{x}=\mathbf{b}$. Choose

$$
M=\frac{1}{\omega} D-E, \quad N=\frac{1-\omega}{\omega} D+F, \quad \omega \in(0,2)
$$

where $\omega$ is called the relaxation parameter which is often set larger than one.
With the splitting, the SOR method can be formulated as

$$
\begin{equation*}
(D-\omega E) \mathbf{x}^{k}=[(1-\omega) D+\omega F] \mathbf{x}^{k-1}+\omega \mathbf{b} . \tag{4.68}
\end{equation*}
$$

Since the above equation equivalently reads

$$
D \mathbf{x}^{k}=(1-\omega) D \mathbf{x}^{k-1}+\omega\left(\mathbf{b}+E \mathbf{x}^{k}+F \mathbf{x}^{k-1}\right)
$$

the $i$-th component of SOR becomes

$$
\begin{align*}
x_{G S, i}^{k} & =\left(b_{i}-\sum_{j=1}^{i-1} a_{i j} x_{j}^{k}-\sum_{j=i+1}^{n} a_{i j} x_{j}^{k-1}\right) / a_{i i},  \tag{4.69}\\
x_{i}^{k} & =(1-\omega) x_{i}^{k-1}+\omega x_{G S, i}^{k} .
\end{align*}
$$

for $i=1, \cdots, n$. Note that SOR turns out to be the Gauss-Seidel method when $\omega=1$.

## Convergence of relaxation methods

Let $B, \mathcal{L}_{1}$, and $\mathcal{L}_{\omega}$ be respectively the iteration matrices of the Jacobi, GaussSeidel, and SOR methods. That is,

$$
\begin{aligned}
& B=D^{-1}(E+F), \quad \mathcal{L}_{1}=(D-E)^{-1} F, \\
& \mathcal{L}_{\omega}=(D-\omega E)^{-1}[(1-\omega) D+\omega F] .
\end{aligned}
$$

Theorem 4.19. (Stein and Rosenberg [62]) On and only one of the following mutually exclusive relations is valid:

$$
\begin{align*}
& \text { 1. } \quad \rho(B)=\rho\left(\mathcal{L}_{1}\right)=0, \\
& \text { 2. } 0<\rho\left(\mathcal{L}_{1}\right)<\rho(B)<1,  \tag{4.70}\\
& \text { 3. } \rho(B)=\rho\left(\mathcal{L}_{1}\right)=1, \\
& \text { 4. } 1<\rho(B)<\rho\left(\mathcal{L}_{1}\right) .
\end{align*}
$$

Thus the Jacobi and Gauss-Seidel methods are either both convergent or both divergent.

Theorem 4.20. (Ostrowski [55]) Let $A=D-E-E^{*}$ be an $n \times n$ Hermitian matrix, where $D$ is Hermitian and positive definite and $D-\omega E$ is nonsingular for $0 \leq \omega \leq 2$. Then,

$$
\begin{equation*}
\rho\left(\mathcal{L}_{\omega}\right)<1 \Longleftrightarrow A \text { is positive definite } \& 0<\omega<2 . \tag{4.71}
\end{equation*}
$$

Note that the matrices $D$ and $E$ in Ostrowski's theorem need not to be diagonal and strictly lower triangular matrices.

Optimal parameter for SOR: For algebraic systems of good properties, it is theoretically known that the convergence of SOR can be optimized when

$$
\begin{equation*}
\omega=\frac{2}{1+\sqrt{1-\rho(B)}}, \tag{4.72}
\end{equation*}
$$

where $B$ is the Jacobi iteration matrix.
However, in most cases you can find a better parameter for a given algebraic system.

### 4.2.5. Line relaxation methods

- The standard Jacobi, Gauss-Seidel, and SOR schemes are called point relaxation methods.
- We can compute a whole line of new values using a direct method, e.g., Gauss elimination.
- this leads to line relaxation methods.


Algebraic interpretation: As in §4.1.5, consider

$$
\begin{align*}
-\Delta u & =f, & \mathbf{x} \in \Omega,  \tag{4.73}\\
u & =g, & \mathrm{x} \in \Gamma,
\end{align*}
$$

where $\Omega$ is a rectangular domain in $\mathbb{R}^{2}$, and its discrete five-point Laplacian

$$
\begin{align*}
& \Delta_{h} u_{p q}=\left(\delta_{x}^{2}+\delta_{y}^{2}\right) u_{p q} \\
& \quad:=\frac{u_{p-1, q}-2 u_{p q}+u_{p+1, q}}{h_{x}^{2}}+\frac{u_{p, q-1}-2 u_{p q}+u_{p, q+1}}{h_{y}^{2}} . \tag{4.74}
\end{align*}
$$

Then, for the column-wise point ordering, the algebraic system for the FDM reads

$$
\begin{equation*}
A \mathbf{u}=\mathbf{b} \tag{4.75}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{ccccc}
C & -I / h_{x}^{2} & & & 0  \tag{4.76}\\
-I / h_{x}^{2} & C & -I / h_{x}^{2} & & \\
& \ddots & \ddots & \ddots & \\
& & -I / h_{x}^{2} & C & -I / h_{x}^{2} \\
0 & & & -I / h_{x}^{2} & C
\end{array}\right]
$$

with $I$ being the identity matrix of dimension $n_{y}-1$ and $C$ being a matrix of order $n_{x}-1$ given by

$$
C=\left[\begin{array}{ccccc}
d & -1 / h_{y}^{2} & & & 0  \tag{4.77}\\
-1 / h_{y}^{2} & d & -1 / h_{y}^{2} & & \\
& \ddots & \ddots & \ddots & \\
& & -1 / h_{y}^{2} & d & -1 / h_{y}^{2} \\
0 & & & -1 / h_{y}^{2} & d
\end{array}\right]
$$

where $d=\frac{2}{h_{x}^{2}}+\frac{2}{h_{y}^{2}}$.

- A line relaxation method can be viewed as a (standard) relaxation method which deals with the matrix $C$ like a single entry of a tridiagonal matrix.
- Once a point relaxation method converges, its line method converges twice faster asymptotically.
- Line methods can employ the line solver in alternating directions of $(x, y)$.

Convergence comparison: For (4.73) on p.129, we choose

$$
\Omega=(0,1)^{2}, \quad n=n_{x}=n_{y} .
$$

The following table includes the spectral radii of iteration matrices $\rho(T)$ and the required iteration counts $k$ for the convergence to satisfy the tolerance $\left\|e^{k}\right\| /\left\|e^{0}\right\|<10^{-6}$.

Table 4.2: Convergence comparison

| $n$ | Point Jacobi |  | Line Jacobi |  | Point GS |  | Line GS |  |
| :---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $\rho(T)$ | $k$ | $\rho(T)$ | $k$ | $\rho(T)$ | $k$ | $\rho(T)$ | $k$ |
| 5 | 0.8090 | 66 | 0.6793 | 36 | 0.6545 | 33 | 0.4614 | 18 |
| 10 | 0.9511 | 276 | 0.9067 | 142 | 0.9045 | 138 | 0.8221 | 71 |
| 20 | 0.9877 | 1116 | 0.9757 | 562 | 0.9755 | 558 | 0.9519 | 281 |
| 40 | 0.9969 | 4475 | 0.9939 | 2241 | 0.9938 | 2238 | 0.9877 | 1121 |

## Final remarks for relaxation methods

- GS methods converge asymptotically twice faster than Jacobi methods, in either point or line iterations. SOR is yet faster and the line SOR is again twice faster.
- Relaxation methods sweep over either points or groups of points. For a faster convergence, you may let them visit the points in an order followed by the opposite order.
- For line methods, the tridiagonal matrix can be stored in a 3-column array, instead of a square big-fat array.


### 4.3. Krylov Subspace Methods

We consider Krylov subspace methods for solving

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b} \tag{4.78}
\end{equation*}
$$

when $A$ is symmetric positive definite.
Given an initial guess $\mathrm{x}_{0} \in \mathbb{R}^{n}$, find successive approximations $\mathrm{x}_{k} \in \mathbb{R}^{n}$ of the form

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{x}_{k}+\alpha_{k} \mathbf{p}_{k}, \quad k=0,1, \cdots, \tag{4.79}
\end{equation*}
$$

where $\mathbf{p}_{k}$ is the search direction and $\alpha_{k}>0$ is the step length. Different methods differ in the choice of the search direction and the step length.

In this section, we consider the gradient method (also known as the steepest descent method, or the Richardson's method), the conjugate gradient (CG) method, and preconditioned CG method. For other Krylov subspace methods, see e.g. [3, 33].

Note that (4.78) admits a unique solution $x \in \mathbb{R}^{n}$, which is equivalently characterized by

$$
\begin{equation*}
\min _{\boldsymbol{\eta} \in \mathbb{R}^{n}} f(\boldsymbol{\eta}), \quad f(\boldsymbol{\eta})=\frac{1}{2} \boldsymbol{\eta} \cdot A \boldsymbol{\eta}-\mathbf{b} \cdot \boldsymbol{\eta} \tag{4.80}
\end{equation*}
$$

where $\mathbf{a} \cdot \mathbf{b}=\mathbf{a}^{T} \mathbf{b}$.

### 4.3.1. Steepest descent method

We denote the gradient and Hessian of $f$ by $f^{\prime}$ and $f^{\prime \prime}$, respectively:

$$
f^{\prime}(\boldsymbol{\eta})=A \boldsymbol{\eta}-\mathbf{b}, \quad f^{\prime \prime}(\boldsymbol{\eta})=A
$$

Given $\mathbf{x}_{k+1}$ as in (4.79), we have by Taylor's formula

$$
\begin{aligned}
f\left(\mathbf{x}_{k+1}\right) & =f\left(\mathbf{x}_{k}+\alpha_{k} \mathbf{p}_{k}\right) \\
& =f\left(\mathbf{x}_{k}\right)+\alpha_{k} f^{\prime}\left(\mathbf{x}_{k}\right) \cdot \mathbf{p}_{k}+\frac{\alpha_{k}^{2}}{2} \mathbf{p}_{k} \cdot f^{\prime \prime}(\boldsymbol{\xi}) \mathbf{p}_{k}
\end{aligned}
$$

for some $\boldsymbol{\xi}$. Since the element of $f^{\prime \prime}$ is bounded (As a matter of fact, we assumed it!),

$$
f\left(\mathbf{x}_{k+1}\right)=f\left(\mathbf{x}_{k}\right)+\alpha_{k} f^{\prime}\left(\mathbf{x}_{k}\right) \cdot \mathbf{p}_{k}+\mathcal{O}\left(\alpha_{k}^{2}\right), \quad \text { as } \alpha_{k} \rightarrow 0 .
$$

The goal: to find $\mathbf{p}_{k}$ and $\alpha_{k}$ such that

$$
f\left(\mathbf{x}_{k+1}\right)<f\left(\mathbf{x}_{k}\right),
$$

which can be achieved if

$$
\begin{equation*}
f^{\prime}\left(\mathbf{x}_{k}\right) \cdot \mathbf{p}_{k}<0 \tag{4.81}
\end{equation*}
$$

and $\alpha_{k}$ is sufficiently small.
Choice: (4.81) holds if we choose, when $f^{\prime}\left(\mathrm{x}_{k}\right) \neq 0$,

$$
\begin{equation*}
\mathbf{p}_{k}=-f^{\prime}\left(\mathbf{x}_{k}\right)=\mathbf{b}-A \mathbf{x}_{k}=: \mathbf{r}_{k} \tag{4.82}
\end{equation*}
$$

Optimal step length: We may determine $\alpha_{k}$ such that

$$
f\left(\mathbf{x}_{k}+\alpha_{k} \mathbf{p}_{k}\right)=\min _{\alpha} f\left(\mathbf{x}_{k}+\alpha \mathbf{p}_{k}\right)
$$

in which case $\alpha_{k}$ is said to be optimal. If $\alpha_{k}$ is optimal, then

$$
\begin{aligned}
0 & =\left.\frac{\mathrm{d}}{\mathrm{~d} \alpha} f\left(\mathbf{x}_{k}+\alpha \mathbf{p}_{k}\right)\right|_{\alpha=\alpha_{k}}=f^{\prime}\left(\mathbf{x}_{k}+\alpha_{k} \mathbf{p}_{k}\right) \cdot \mathbf{p}_{k} \\
& =\left(A\left(\mathbf{x}_{k}+\alpha_{k} \mathbf{p}_{k}\right)-\mathbf{b}\right) \cdot \mathbf{p}_{k} \\
& =\left(A \mathbf{x}_{k}-\mathbf{b}\right) \cdot \mathbf{p}_{k}+\alpha_{k} \mathbf{p}_{k} \cdot A \mathbf{p}_{k} .
\end{aligned}
$$

So,

$$
\begin{equation*}
\alpha_{k}=\frac{\mathbf{r}_{k} \cdot \mathbf{p}_{k}}{\mathbf{p}_{k} \cdot A \mathbf{p}_{k}} \tag{4.83}
\end{equation*}
$$

Convergence of the steepest descent method: For the method, the following is known

$$
\begin{equation*}
\left\|\mathbf{x}-\mathbf{x}_{k}\right\|_{2} \leq\left(1-\frac{1}{\kappa(A)}\right)^{k}\left\|\mathbf{x}-\mathbf{x}_{0}\right\|_{2} \tag{4.84}
\end{equation*}
$$

Thus, the number of iterations required to reduce the error by a factor of $\varepsilon$ is in the order of the condition number of $A$ :

$$
\begin{equation*}
k \geq \kappa(A) \log \frac{1}{\varepsilon} \tag{4.85}
\end{equation*}
$$

Definition 4.21. The condition number of a matrix $A$ is

$$
\begin{equation*}
\kappa(A)=\|A\| \cdot\left\|A^{-1}\right\| \tag{4.86}
\end{equation*}
$$

for a matrix norm.

### 4.3.2. Conjugate gradient (CG) method

In this method the search directions $\mathbf{p}_{k}$ are conjugate, i.e.,

$$
\mathbf{p}_{i} \cdot A \mathbf{p}_{j}=0, \quad i \neq j
$$

and the step length $\alpha_{k}$ is chosen to be optimal.
The following is the original version of the CG method.
CG Algorithm, V. 1
Select $\mathbf{x}_{0}, \varepsilon$;
$\mathbf{r}_{0}=\mathbf{b}-A \mathbf{x}_{0}, \mathbf{p}_{0}=\mathbf{r}_{0} ;$
Do $k=0,1, \cdots$

$$
\begin{align*}
& \alpha_{k}=\mathbf{r}_{k} \cdot \mathbf{p}_{k} / \mathbf{p}_{k} \cdot A \mathbf{p}_{k} ;  \tag{CG1}\\
& \mathbf{x}_{k+1}=\mathbf{x}_{k}+\alpha_{k} \mathbf{p}_{k} ;  \tag{CG2}\\
& \mathbf{r}_{k+1}=\mathbf{r}_{k}-\alpha_{k} A \mathbf{p}_{k} ;  \tag{CG3}\\
& \text { if }\left\|\mathbf{r}_{k+1}\right\|_{2}<\varepsilon\left\|\mathbf{r}_{0}\right\|_{2}, \text { (CGop) }  \tag{4.87}\\
& \beta_{k}=-\mathbf{r}_{k+1} \cdot A \mathbf{p}_{k} / \mathbf{p}_{k} \cdot A \mathbf{p}_{k} ; \\
& \mathbf{p}_{k+1}=\mathbf{r}_{k+1}+\beta_{k} \mathbf{p}_{k} ;
\end{align*} \text { (CG4) }
$$

End Do

## Remarks:

- $\alpha_{k}$ in (CG1) is designed such that $\mathbf{r}_{k+1} \cdot \mathbf{p}_{k}=0$. You may easily verify it using $\mathbf{r}_{k+1}$ in (CG3).
- $\mathbf{r}_{k}=\mathbf{b}-A \mathbf{x}_{k}$, by definition. So,

$$
\begin{aligned}
\mathbf{r}_{k+1} & =\mathbf{b}-A \mathbf{x}_{k+1}=\mathbf{b}-A\left(\mathbf{x}_{k}+\alpha_{k} \mathbf{p}_{k}\right) \\
& =\mathbf{b}-A \mathbf{x}_{k}-\alpha_{k} A \mathbf{p}_{k}=\mathbf{r}_{k}-\alpha_{k} A \mathbf{p}_{k}
\end{aligned}
$$

which is (CG3).

- $\beta_{k}$ in (CG4) is determined such that $\mathbf{p}_{k+1} \cdot A \mathbf{p}_{k}=0$. Verify it using $\mathbf{p}_{k+1}$ in (CG5).
- The CG method finds the iterate

$$
\mathbf{x}_{k} \in \mathbf{x}_{0}+\operatorname{span}\left\{\mathbf{r}_{0}, A \mathbf{r}_{0}, \cdots, A^{k-1} \mathbf{r}_{0}\right\}
$$

so that $\left(\mathbf{x}-\mathbf{x}_{k}\right) \cdot A\left(\mathbf{x}-\mathbf{x}_{k}\right)$ is minimized.

Theorem 4.22. For $m=0,1, \cdots$,

$$
\begin{align*}
\operatorname{span}\left\{\mathbf{p}_{0}, \cdots, \mathbf{p}_{m}\right\} & =\operatorname{span}\left\{\mathbf{r}_{0}, \cdots, \mathbf{r}_{m}\right\}  \tag{4.88}\\
& =\operatorname{span}\left\{\mathbf{r}_{0}, A \mathbf{r}_{0}, \cdots, A^{m} \mathbf{r}_{0}\right\}
\end{align*}
$$

Theorem 4.23. The search directions and the residuals satisfy the orthogonality,

$$
\begin{equation*}
\mathbf{p}_{i} \cdot A \mathbf{p}_{j}=0 ; \quad \mathbf{r}_{i} \cdot \mathbf{r}_{j}=0, \quad i \neq j \tag{4.89}
\end{equation*}
$$

Theorem 4.24. For some $m \leq n$, we have $A \mathrm{x}_{m}=b$ and

$$
\begin{equation*}
\left\|\mathbf{x}-\mathbf{x}_{k}\right\|_{A} \leq 2\left(\frac{\sqrt{\kappa(A)}-1}{\sqrt{\kappa(A)}+1}\right)^{k}\left\|\mathbf{x}-\mathbf{x}_{0}\right\|_{A} \tag{4.90}
\end{equation*}
$$

So the required iteration number to reduce the error by a factor of $\varepsilon$ is

$$
\begin{equation*}
k \geq \frac{1}{2} \sqrt{\kappa(A)} \log \frac{2}{\varepsilon} \tag{4.91}
\end{equation*}
$$

Proofs of the above theorems can be found in e.g. [32].

Simplification of the CG method: Using the properties and identities involved in the method, one can derive a more popular form of the CG method.

## CG Algorithm, V. 2

Select $\mathbf{x}_{0}, \varepsilon$;
$\mathbf{r}_{0}=\mathbf{b}-A \mathbf{x}_{0}, \mathbf{p}_{0}=\mathbf{r}_{0} ;$
Compute $\rho_{0}=\mathbf{r}_{0} \cdot \mathbf{r}_{0}$;
Do $k=0,1, \cdots$
$\alpha_{k}=\rho_{k} / \mathbf{p}_{k} \cdot A \mathbf{p}_{k} ;$
$\mathbf{x}_{k+1}=\mathbf{x}_{k}+\alpha_{k} \mathbf{p}_{k} ;$
$\mathbf{r}_{k+1}=\mathbf{r}_{k}-\alpha_{k} A \mathbf{p}_{k} ;$
if $\left\|\mathbf{r}_{k+1}\right\|_{2}<\varepsilon\left\|\mathbf{r}_{0}\right\|_{2}$, stop;
$\rho_{k+1}=\mathbf{r}_{k+1} \cdot \mathbf{r}_{k+1}$;
$\beta_{k}=\rho_{k+1} / \rho_{k} ;$
$\mathbf{p}_{k+1}=\mathbf{r}_{k+1}+\beta_{k} \mathbf{p}_{k} ;$
End Do
Note:

$$
\begin{aligned}
\mathbf{r}_{k} \cdot \mathbf{p}_{k} & =\mathbf{r}_{k} \cdot\left(\mathbf{r}_{k}+\beta_{k-1} \mathbf{p}_{k-1}\right)=\mathbf{r}_{k} \cdot \mathbf{r}_{k} \\
\beta_{k} & =-\mathbf{r}_{k+1} \cdot A \mathbf{p}_{k} / \mathbf{p}_{k} \cdot A \mathbf{p}_{k}=-\mathbf{r}_{k+1} \cdot A \mathbf{p}_{k} \frac{\alpha_{k}}{\rho_{k}} \\
& =\mathbf{r}_{k+1} \cdot\left(\mathbf{r}_{k+1}-\mathbf{r}_{k}\right) / \rho_{k}=\rho_{k+1} / \rho_{k}
\end{aligned}
$$

### 4.3.3. Preconditioned CG method

The condition number of $A$ is the critical point for the convergence of the CG method. If we can find a matrix $M$ such that

$$
M \approx A
$$

and it is easy to invert, we may try to apply the CG algorithm to the following system

$$
\begin{equation*}
M^{-1} A x=M^{-1} \mathbf{b} \tag{4.93}
\end{equation*}
$$

Since

$$
\begin{equation*}
\kappa\left(M^{-1} A\right) \ll \kappa(A) \tag{4.94}
\end{equation*}
$$

(hopefully, $\kappa\left(M^{-1} A\right) \approx 1$ ), the CG algorithm will converge much faster.

In practice, we do not have to multiply $M^{-1}$ to the original algebraic system and the algorithm can be implemented as

## Preconditioned CG

Select $\mathbf{x}_{0}, \varepsilon$;
$\mathbf{r}_{0}=\mathbf{b}-A \mathbf{x}_{0}, \quad M \mathbf{z}_{0}=\mathbf{r}_{0} ;$
$\mathbf{p}_{0}=\mathbf{z}_{0}$, compute $\rho_{0}=\mathbf{z}_{0}^{*} \mathbf{r}_{0}$;
Do $k=0,1, \cdots$

$$
\begin{aligned}
& \alpha_{k}=\rho_{k} / \mathbf{p}_{k}^{*} A \mathbf{p}_{k} \\
& \mathbf{x}_{k+1}=\mathbf{x}_{k}+\alpha_{k} \mathbf{p}_{k} ; \\
& \mathbf{r}_{k+1}=\mathbf{r}_{k}-\alpha_{k} A \mathbf{p}_{k} ; \\
& \text { if }\left\|\mathbf{r}_{k+1}\right\|_{2}<\varepsilon\left\|\mathbf{r}_{0}\right\|_{2}, \text { stop; } \\
& M \mathbf{z}_{k+1}=\mathbf{r}_{k+1} ; \\
& \rho_{k+1}=\mathbf{z}_{k+1}^{*} \mathbf{r}_{k+1} ; \\
& \beta_{k}=\rho_{k+1} / \rho_{k} \\
& \mathbf{p}_{k+1}=\mathbf{z}_{k+1}+\beta_{k} \mathbf{p}_{k}
\end{aligned}
$$

End Do

Here the superscript * indicates the transpose complex-conjugate; it is the transpose for real-valued systems.

### 4.4. Other Iterative Methods

### 4.4.1. Incomplete LU-factorization

Here, we introduce Stone's strongly implicit procedure (SIP) [63] to solve the following linear system

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b} \tag{4.96}
\end{equation*}
$$

As for other iterative methods, SIP is based on a regular splitting, $A=$ $M-N$, with $M$ being an incomplete $L U$ (ILU) factorization;

$$
\begin{equation*}
M=L_{I} U_{I}=A+N, \tag{4.97}
\end{equation*}
$$

where $L_{I}$ and $U_{I}$ are respectively the lower and upper triangular components of the ILU factorization of $A$, where the entries of the main diagonal of $U_{I}$ are all one.

The iteration corresponding to the splitting (4.97) is formulated as

$$
\begin{equation*}
L_{I} U_{I} \mathbf{x}^{k}=N \mathbf{x}^{k-1}+\mathbf{b} \tag{4.98}
\end{equation*}
$$

or, since $N=L_{I} U_{I}-A$,

$$
\begin{align*}
& \text { (a) } \mathrm{r}^{k-1}=\mathbf{b}-A \mathbf{x}^{k-1} \\
& \text { (b) } L_{I} U_{I} \boldsymbol{\delta}^{k}=\mathbf{r}^{k-1}  \tag{4.99}\\
& \text { (c) } \mathrm{x}^{k}=\mathrm{x}^{k-1}+\boldsymbol{\delta}^{k}
\end{align*}
$$

The iteration (4.98) converges fast, when we choose elements of $L_{I}$ and $U_{I}$ in a way that $N$ is as small as possible.


Figure 4.3: Systematic presentation of $L_{I} U_{I}=M$. The subscripts $S, W, E$, $N$, and $C$ denote respectively south, west, east, north, and center. Note that diagonals of $M$ marked by subscripts $S E$ and $N W$ are not found in $A$.

Derivation of SIP: For a 2D problem in a rectangular mesh where the grid points are ordered in the row-wise manner, the ILU factorization is in the form as in Figure 4.3 and the row of $M$ corresponding to the ( $\ell, m)$-th grid point is given as

$$
\begin{align*}
M_{S}^{\ell, m} & =L_{S}^{\ell, m}, \\
M_{S E}^{\ell, m} & =L_{S}^{\ell, m} U_{E}^{\ell, m-1}, \\
M_{W}^{\ell, m} & =L_{W}^{\ell, m}, \\
M_{C}^{\ell, m} & =L_{S}^{\ell, m} U_{N}^{\ell, m-1}+L_{W}^{\ell, m} U_{E}^{\ell-1, m}+L_{C}^{\ell, m},  \tag{4.100}\\
M_{E}^{\ell, m} & =L_{C}^{\ell, m} U_{E}^{\ell, m}, \\
M_{N W}^{\ell, m} & =L_{W}^{\ell, m} U_{N}^{\ell-1, m}, \\
M_{N}^{\ell, m} & =L_{C}^{\ell, m} U_{N}^{\ell, m} .
\end{align*}
$$

The ( $\ell, m$ )-th component of $N \mathbf{x}$ is

$$
\begin{align*}
(N \mathbf{x})_{\ell, m}= & N_{C}^{\ell, m} x_{\ell, m}+N_{S}^{\ell, m} x_{\ell, m-1}+N_{W}^{\ell, m} x_{\ell-1, m}+N_{E}^{\ell, m} x_{\ell+1, m}  \tag{4.101}\\
& +N_{N}^{\ell, m} x_{\ell, m+1}+M_{S E}^{\ell, m} x_{\ell+1, m-1}+M_{N W}^{\ell, m} x_{\ell-1, m+1} .
\end{align*}
$$

By utilizing the approximations

$$
\begin{align*}
& x_{\ell+1, m-1} \approx \alpha\left(x_{\ell, m-1}+x_{\ell+1, m}-x_{\ell, m}\right), \quad 0<\alpha \leq 1,  \tag{4.102}\\
& x_{\ell-1, m+1} \approx \alpha\left(x_{\ell, m+1}+x_{\ell-1, m}-x_{\ell, m}\right), \quad
\end{align*}
$$

we can rewrite (4.101) as

$$
\begin{align*}
(N \mathbf{x})_{\ell, m} \approx & \left(N_{C}^{\ell, m}-\alpha M_{S E}^{\ell, m}-\alpha M_{N W}^{\ell, m}\right) x_{\ell, m} \\
& +\left(N_{S}^{\ell, m}+\alpha M_{S E}^{\ell, m}\right) x_{\ell, m-1}+\left(N_{W}^{\ell, m}+\alpha M_{N W}^{\ell, m}\right) x_{\ell-1, m}  \tag{4.103}\\
& +\left(N_{E}^{\ell, m}+\alpha M_{S E}^{\ell, m}\right) x_{\ell+1, m}+\left(N_{N}^{\ell, m}+\alpha M_{N W}^{\ell, m}\right) x_{\ell, m+1} .
\end{align*}
$$

Set each of coefficients in the right-side of (4.103) to be zero. Then, it follows from (4.100) that entries of $N$ are presented by those of $L_{I}$ and $U_{I}$ :

$$
\begin{align*}
& N_{S}^{\ell, m}=-\alpha M_{S E}^{\ell, m}=-\alpha L_{S}^{\ell, m} U_{E}^{\ell, m-1}, \\
& N_{W}^{\ell, m}=-\alpha M_{N W}^{\ell, m}=-\alpha L_{W}^{\ell, m} U_{N}^{\ell-1, m}, \\
& N_{C}^{\ell, m}=\alpha\left(M_{S E}^{\ell, m}+M_{N W}^{\ell, m}\right)=\alpha\left(L_{S}^{\ell, m} U_{E}^{\ell, m-1}+L_{W}^{\ell, m} U_{N}^{\ell-1, m}\right),  \tag{4.104}\\
& N_{E}^{\ell, m}=-\alpha M_{S E}^{\ell, m}=-\alpha L_{S}^{\ell, m} U_{E}^{\ell, m-1}, \\
& N_{N}^{\ell, m}=-\alpha M_{N W}^{\ell, m}=-\alpha L_{W}^{\ell, m} U_{N}^{\ell-1, m} .
\end{align*}
$$

Now, utilizing $M=A+N$, (4.100), and (4.104), one can obtain Stone's SIP [63]:

$$
\begin{align*}
L_{S}^{\ell, m}= & A_{S}^{\ell, m} /\left(1+\alpha U_{E}^{\ell, m-1}\right), \\
L_{W}^{\ell, m}= & A_{W}^{\ell, m} /\left(1+\alpha U_{N}^{\ell-1, m}\right), \\
L_{C}^{\ell, m}= & A_{C}^{\ell, m}+\alpha\left(L_{S}^{\ell, m} U_{E}^{\ell, m-1}+L_{W}^{\ell, m} U_{N}^{\ell-1, m}\right)  \tag{4.105}\\
& -L_{S}^{\ell, m} U_{N}^{\ell, m-1}-L_{W}^{\ell, m} U_{E}^{\ell-1, m}, \\
U_{E}^{\ell, m}= & \left(A_{E}^{\ell, m}-\alpha L_{S}^{\ell, m} U_{E}^{\ell, m-1}\right) / L_{C}^{\ell, m}, \\
U_{N}^{\ell, m}= & \left(A_{N}^{\ell, m}-\alpha L_{W}^{\ell, m} U_{N}^{\ell-1, m}\right) / L_{C}^{\ell, m} .
\end{align*}
$$

Remark: The approximations in (4.102) are second-order accurate when $\alpha=$ 1. But the algorithm (4.105) can be unstable for the case; the parameter $\alpha$ is often chosen between 0.92 and 0.96 [23]. Entries of $L_{I}$ and $U_{I}$ used in (4.105) whose indices are outside the index boundaries should be set zero.

### 4.5. Numerical Examples with Python

Here we demonstrate a Python code for solving

$$
\begin{array}{cl}
-\Delta u=f, & \mathbf{x} \in \Omega=(0,1)^{2}  \tag{4.106}\\
u=g, & \mathbf{x} \in \partial \Omega
\end{array}
$$

The exact solution is chosen as

$$
\begin{equation*}
u(x, y)=\sin (\pi x) \sin (\pi y) \tag{4.107}
\end{equation*}
$$

so that the right-hand side becomes

$$
f(x, y)=2 \pi^{2} \sin (\pi x) \sin (\pi y)
$$

With the number of grid points $n=n_{x}=n_{y}$, the maximum errors are as follows

Table 4.3: The maximum error $\left\|u-u_{h}\right\|_{\infty}$.

| $n$ | 10 | 20 | 40 | 80 |
| :---: | :---: | :---: | :---: | :---: |
| $\left\\|u-u_{h}\right\\|_{\infty}$ | 0.00827 | 0.00206 | 0.00050 | $6.42 \mathrm{e}-05$ |



Figure 4.4: Contour plots of computed solution with $n=40$ (left) and the 10000-times magnified error (right)

The whole code is attached below.

```
#==============================================================
# Elliptic_2D.py
# This module solves, by the 2nd-order FD method & SOR
# -(u_xx+u_yy)=f, (x,y) in (ax,bx)x(ay,by)
# u=g, (x,y) on its boundary
# Supporting functions are built in "util_ellip2D.py"
#===============================================================
from util_ellip2D import *
```

```
##-----------------------
```

\#\#-----------------------

## User Input

## User Input

\#\#------------------------
\#\#------------------------
ax,bx = 0., 1.
ax,bx = 0., 1.
ay,by = 0., 1.
ay,by = 0., 1.
nx= 40; ny=nx
nx= 40; ny=nx
itmax = 1000
itmax = 1000
tol = 1.e-6
tol = 1.e-6
omega = 1.8
omega = 1.8
level = 2
level = 2
\#\#-----------------------
\#\#-----------------------

## End of "User Input"

## End of "User Input"

\#\#------------------------
\#\#------------------------
print 'Elliptic_2D: (ax,bx)x(ay,by)=(%g,%g)x(%g,%g),\
(nx,ny)=(%d,%d)' % (ax,bx,ay,by, nx,ny)

## build up coefficient matrix \& others

A = coeff_matrix(ax,bx,ay,by,nx,ny,level)
b = get_rhs(ax,bx,ay,by,nx,ny,level)
U = get_exact_sol(ax,bx,ay,by,nx,ny,level)
X = init_X(U)

## solve with SOR

sol_SOR(A, X,b,omega,tol,itmax,level)

```
\#\# Checking error
if level:
print " Max-error=\%g" \% (error8(U,X,level))
\#\# Want to see the figure?
if level>=3:
contourplot(U,ax,bx,ay,by,'Exact Solution',2) contourplot(X,ax,bx,ay,by,'Computed Solution',2)
\#\#=========================================================2
\#\# util_ellip2D.py
\#\#========================================================12
import numpy as np
from numpy import abs,sqrt,pi,sin,cos
import matplotlib.pyplot as plt
from matplotlib.mlab import griddata
from copy import deepcopy
def coeff_matrix(ax,bx,ay,by,nx,ny,level=0):
matA \(=\) np.ndarray ( \(n y+1, n x+1,5), f l o a t)\)
\(h x, h y=(b x-a x) / n x,(b y-a y) / n y\)
for \(p\) in range ( \(0, \mathrm{nx}+1\) ):
matA[0][p]=[0,0,1,0,0]; matA[ny][p]=[0,0,1,0,0]
for \(q\) in range \((0, n y+1)\) :
matA[q][0]=[0,0,1,0,0]; matA[q][nx]=[0,0,1,0,0]
\(r x, r y=1 . / h x * * 2,1 . / h y * * 2\)
\(\mathrm{d}=2 *(r x+r y)\)
for \(q\) in range(1,ny):
for \(p\) in range (1,nx):
matA[q][p][0] = -ry
\(\operatorname{matA}[q][p][1]=-r x\)
\(\operatorname{matA}[q][p][2]=d\)
\(\operatorname{mat} A[q][p][3]=-r x\) matA[q][p][4] = -ry
return matA
```

def get_rhs(ax,bx, ay,by,nx,ny,level=0):
vec_b = np.ndarray((ny+1,nx+1),float)
hx,hy = (bx-ax)/nx, (by-ay)/ny
for q in range(0,ny+1):
y = ay+q*hy
for p in range(0,nx+1):
x = ax+p*hx
vec_b[q][p] = funct_f(x,y)
return vec_b
def get_exact_sol(ax,bx, ay,by,nx, ny,level=0) :
vec_u = np.ndarray((ny+1,nx+1),float)
hx,hy = (bx-ax)/nx, (by-ay)/ny
for q in range(0,ny+1):
y = ay+q*hy
for p in range(0,nx+1):
x = ax+p*hx
vec_u[q][p] = funct_u(x,y)
return vec_u
def funct_f(x,y):
return 2*pi**2*sin(pi*x)*sin(pi*y)
def funct_u(x,y):
return sin(pi*x)*sin(pi*y)
def contourplot(XX, ax,bx, ay,by,title,level=0):
ny,nx = len(XX), len(XX[0])
xi = np.linspace(ax,bx,nx)
yi = np.linspace(ay,by,ny)
X,Y= np.meshgrid(xi, yi)
Z = griddata(X.ravel(),Y.ravel(),XX.ravel(),xi,yi)
CS = plt.contour(X, Y, Z, linewidths=2,colors='k')
plt.clabel(CS, inline=2, fmt='%1.1f', fontsize=12)
plt.title(title)

```
plt.show()
```

def init_X(U,level=O):
X = deepcopy(U)
ny,nx = len(U), len(U[0])
for q in range(1,ny-1):
for p in range(1,nx-1):
X[q][p] = 0.

```
    return \(X\)
def sol_SOR(A, X,b,omega,tol,itmax, level=0):
    ny, nx \(=\operatorname{len}(X)\), len (X[0])
    for it in range(0,itmax):
        err=0.
        for \(j\) in range (1, ny-1):
            for \(i\) in range \((1, n x-1)\) :
                \(g s=(b[j][i]-(A[j][i][0] * X[j-1][i] \backslash\)
                                    \(+A[j][i][1] * X[j][i-1] \\)
                                    \(+A[j][i][3] * X[j][i+1] \\)
                                    \(+A[j][i][4] * X[j+1][i]) \quad\) )
                / A[j][i][2]
            xnew \(=(1 .-\) omega \() \star \mathrm{X}[j][i]+\) omega \(* g s\)
            err \(=\max (e r r, \operatorname{abs}(X[j][i]-x n e w))\)
            \(\mathrm{X}[j][i]=\) xnew
        if err<tol:
            if level>=1:
                print "sol_SOR: converged it= \%d" \%(it+1)
            break
```

def error8(X,Y,level=0):
ny,nx = len(X), len(X[0])
err8=0.
for q in range(0,ny):
for p in range(0,nx):
err8=max(err8, abs(X[q][p]-Y[q][p]))
return err8

```

\subsection*{4.6. Homework}
1. Verify that the overall truncation error for the FD scheme (4.14) is secondorder in \(h_{x}\). Hint: Define
\[
K(x)=a(x) \frac{u_{x x x}(x)}{3!}\left(\frac{h_{x}}{2}\right)^{2}+\cdots
\]
for the truncation errors appeared in (4.13). Then the truncation error for the approximation of \(\left(a u_{x}\right)_{i+1 / 2}-\left(a u_{x}\right)_{i-1 / 2}\) becomes \(K\left(x_{i+1 / 2}\right)-K\left(x_{i-1 / 2}\right)=\) \(h_{x} K^{\prime}\left(x_{i}\right)+\cdots\).
2. Implement a code to solve
\[
\left\{\begin{array}{c}
-\left(u u_{x}\right)_{x}=0, \quad x \in(0,2),  \tag{4.108}\\
u(0)=g_{L}, \quad u(2)=g_{R},
\end{array}\right.
\]
utilizing the second-order FD scheme (4.14) on a uniform grid. At the grid point \(x_{i}\), your approximation will read
\[
\begin{equation*}
\frac{-u_{i-1}^{2}+2 u_{i}^{2}-u_{i+1}^{2}}{h_{x}^{2}}=0 . \tag{4.109}
\end{equation*}
\]

For the solver, you may use the simplest method (the Jacobi!) and its variant. For the number of grid points, you may choose a convenient number, e.g., \(n_{x}=20\).
(a) Derive (4.109).
(b) Solve to plot the FD solution for \(g_{L}=0\) and \(g_{R}=2\).
(The exact solution \(u=\sqrt{2 x}\) and you may assume that the numerical solution is nonnegative.)
(c) Solve to plot the FD solution for \(g_{L}=-1\) and \(g_{R}=1\).
(The exact solution \(u=\left\{\begin{array}{ll}\sqrt{x-1}, & x \geq 1, \\ -\sqrt{1-x}, & x<1 .\end{array}\right)\) The FD equation (4.109) reads \(u_{i}= \pm \sqrt{\left(u_{i-1}^{2}+u_{i+1}^{2}\right) / 2}\). You have to modify the iterative algorithm to choose the right one. This step will be so hard, but I believe it is fun to conquer.
(d) (Optional) Do you have any idea overcoming the difficulty involved in (4.2c)?
3. For the 3D Poisson equation
\[
\begin{array}{cl}
-\left(u_{x x}+u_{y y}+u_{z z}\right)=f, & \mathbf{x}=(x, y, z) \in \Omega=(0,1)^{3},  \tag{4.110}\\
u=0, & \mathbf{x}=(x, y, z) \in \partial \Omega
\end{array}
\]
(a) Apply the central second-order FD method, with a uniform grid size \(h=h_{x}=h_{y}=h_{z}\), to get difference equations.
(b) Show that the maximum principle still applies.
(c) Prove that
\[
\begin{equation*}
\left\|u-u_{h}\right\|_{\infty} \leq \frac{h^{2}}{24} \max _{\mathbf{x} \in \Omega}\left(\left|u_{x x x x}\right|+\left|u_{y y y y}\right|+\left|u_{z z z z}\right|\right) \tag{4.111}
\end{equation*}
\]
where \(u_{h}\) is the finite difference solution.
4. Consider the eigenvalue problem
\[
\begin{array}{cl}
-\Delta u=\lambda u, & (x, y) \in \Omega=(0,1)^{2}  \tag{4.112}\\
u=0, & (x, y) \in \partial \Omega
\end{array}
\]
where the eigenfunction \(u(x, y) \neq 0\). Prove that the eigenvalues and the corresponding eigenfunctions are
\[
\begin{align*}
& \lambda_{m n}=\left(m^{2}+n^{2}\right) \pi^{2}  \tag{4.113}\\
& u_{m n}(x, y)=\sin (m \pi x) \sin (n \pi y)
\end{align*}
\]
for \(m, n=1,2, \cdots\). (Hint: Set \(u(x, y)=X(x) Y(y)\) to plug it in (4.112).)
5. Modify the Python code in \(\S 4.5\) to add a line SOR method, for the line either in the \(x\)-direction or in the \(y\)-direction. Provide a convergence analysis comparing convergence speeds between the point SOR and the line SOR.
6. Edit once more the Python code you just modified for Homework 4.5 to solve more general elliptic problem of the form
\[
\begin{array}{cl}
-\left[d_{1}(x, y) u_{x}\right]_{x}-\left[d_{2}(x, y) u_{y}\right]_{y}+r(x, y) u=f, & \mathbf{x} \in \Omega=(0,1)^{2}  \tag{4.114}\\
u=g, & \mathbf{x} \in \partial \Omega .
\end{array}
\]
(a) Choose \(f\) and \(g\) accordingly such that the exact solution
\[
\begin{equation*}
u(x, y)=\left(1-x^{2}\right)\left(y^{3}-y\right) \tag{4.115}
\end{equation*}
\]
and the coefficients
\[
d_{1}(x, y)=2+x^{2}-y^{2}, \quad d_{2}(x, y)=e^{x y}, \quad r(x, y)=x+2 y .
\]
(b) Estimate the convergence rate by running different mesh sizes, for example, \(n=10,20,40,80\).
(c) Visualize computed solutions with 3D mesh/surface plots in Python.
7. (Optional) Let \(A=\left(a_{i j}\right)\) be a nonsingular square matrix, obtained from a FD/FE approximation of an elliptic problem of the form
\[
\begin{array}{cl}
-\nabla \cdot(a(\mathbf{x}) \nabla u)+\mathbf{b}(\mathbf{x}) \cdot \nabla u+c(\mathbf{x}) u=f(\mathbf{x}), & \mathbf{x} \in \Omega,  \tag{4.116}\\
\alpha(\mathbf{x}) u_{\nu}+\beta(\mathbf{x}) u=g(\mathbf{x}), & \mathbf{x} \in \Gamma,
\end{array}
\]
where \(a>0, c \geq 0, \alpha \geq 0\), and \(\Omega\) is a bounded domain in \(\mathbb{R}^{d}, 1 \leq d \leq 3\), with its boundary \(\Gamma=\partial \Omega\). Assume that
(i) The elements in the main diagonal of \(A\) are positive and the other elements are nonpositive, i.e., for each \(i\),
\[
a_{i i}>0 ; \quad a_{i j} \leq 0, \quad i \neq j
\]
(ii) \(A\) is diagonally dominant, i.e., for each \(i\),
\[
a_{i i} \geq \sum_{j \neq i}\left|a_{i j}\right|
\]
and at least one of the inequalities is strict.
(iii) The directed graph of \(A\) is strongly connected. (The standard FD/FE methods always satisfy this condition.)
(a) Prove the following generalized maximum principle:

Theorem 4.25. (Maximum Principle) Suppose that A satisfies all the above assumptions and that
\[
A \mathbf{u} \leq 0(A \mathbf{u} \geq 0)
\]

Then, the solution \(\mathbf{u}\) has its maximum (minimum) on the boundary.
(b) Let \(\Omega=(0,1)^{3}\) and consider the 7-point FD method for the problem in (4.116). Find conditions on the coefficients and the mesh size \(h\) with which the numerical solution of (4.116) satisfies the maximum principle.

\section*{Chapter 5}

\section*{Finite Element Methods for Elliptic Equations}

This chapter consideres finite element and finite volume methods for elliptic PDEs defined on 1D and 2D regions.

\subsection*{5.1. Finite Element (FE) Methods in 1D Space}

Consider the model problem formulated in 1D space:
\[
\text { (D) } \quad\left\{\begin{array}{cl}
-u^{\prime \prime}=f, & x \in I=(0,1),  \tag{5.1}\\
u=0, & x=0,1,
\end{array}\right.
\]
which we call the differential problem (D).
FEM begins with a variational formulation for the given differential problem. The variational formulation is sometimes called the weak formulation.

\subsection*{5.1.1. Variational formulation}

Define the product
\[
\begin{equation*}
(v, w)=\int_{I} v(x) w(x) d x \tag{5.2}
\end{equation*}
\]
and the linear space
\[
\begin{align*}
& V=\left\{v: v \in C^{0}[0,1] ; v^{\prime}\right. \text { is piecewise continuous } \\
&\text { and bounded on }[0,1] ; v(0)=v(1)=0\} . \tag{5.3}
\end{align*}
\]

Variational problem: Use the integration by parts to have
\[
\int_{I}-u^{\prime \prime} v=-\left.u^{\prime} v\right|_{0} ^{1}+\int_{I} u^{\prime} v^{\prime}=\int_{I} u^{\prime} v^{\prime}
\]

Then, (5.1) can be written as
\[
\begin{equation*}
\left(u^{\prime}, v^{\prime}\right)=(f, v), \quad \forall v \in V . \tag{5.4}
\end{equation*}
\]

Now, we define the variational problem (V) corresponding to the differential problem (5.1):
(V) Find \(u \in V\) such that
\[
\begin{equation*}
\left(u^{\prime}, v^{\prime}\right)=(f, v), \quad \forall v \in V \tag{5.5}
\end{equation*}
\]

Claim 5.1. The problem (D) is equivalent to the problem (V), when solutions are sufficiently smooth.
Proof. ((D) \(\Rightarrow(\mathrm{V}))\) : Clear.
\(((\mathrm{D}) \Leftarrow(\mathrm{V}))\) : Let \(u\) be a solution of \((\mathrm{V})\). Then,
\[
\begin{equation*}
\left(u^{\prime}, v^{\prime}\right)=(f, v), \quad \forall v \in V \tag{5.6}
\end{equation*}
\]

Now, assume that \(u^{\prime \prime}\) exists. Then, because
\[
\left(u^{\prime}, v^{\prime}\right)=\int_{I} u^{\prime} v^{\prime}=\left.u^{\prime} v\right|_{0} ^{1}-\int_{I} u^{\prime \prime} v=\left(-u^{\prime \prime}, v\right),
\]

Equation (5.6) reads
\[
\left(u^{\prime \prime}+f, v\right)=0, \quad \forall v \in V
\]

So \(u\) should satisfy (5.1).

\section*{Minimization problem:}

Define a functional \(F: V \rightarrow \mathbb{R}\) as
\[
\begin{equation*}
F(v)=\frac{1}{2}\left(v^{\prime}, v^{\prime}\right)-(f, v), \quad v \in V \tag{5.7}
\end{equation*}
\]

Then, the minimization problem (M) is formulated as
\[
\begin{align*}
\text { (M) Find } u & \in V \text { such that }  \tag{5.8}\\
F(u) & \leq F(v), \quad \forall v \in V .
\end{align*}
\]

Claim 5.2. The minimization problem (M) is equivalent to the variational problem (V).
Proof. ( \(\Rightarrow\) ): Let \(u\) be a solution of (M). Then,
\[
\begin{equation*}
F(u) \leq F(u+\varepsilon v), \quad \forall v \in V, \quad \forall \varepsilon \in \mathbb{R} . \tag{5.9}
\end{equation*}
\]

Define \(g(\varepsilon)=F(u+\varepsilon v)\). Then, \(g^{\prime}(0)=0\). Since
\[
\begin{equation*}
g(\varepsilon)=\frac{1}{2}\left(u^{\prime}, u^{\prime}\right)+\varepsilon\left(u^{\prime}, v^{\prime}\right)+\frac{\varepsilon^{2}}{2}\left(v^{\prime}, v^{\prime}\right)-(f, u)-\varepsilon(f, v), \tag{5.10}
\end{equation*}
\]
we have
\[
\left.g^{\prime}(\varepsilon)\right|_{\varepsilon=0}=\left.\left[\left(u^{\prime}, v^{\prime}\right)+\varepsilon\left(v^{\prime}, v^{\prime}\right)-(f, v)\right]\right|_{\varepsilon=0}=0, \quad \forall v \in V \text {. }
\]

So, we conclude \(\left(u^{\prime}, v^{\prime}\right)=(f, v), \forall v \in V\).
\((\Leftarrow)\) : Now, let \(u\) be a solution of \((\mathrm{V})\). Then, the objective is to show \(F(u) \leq\) \(F(v), \forall v \in V\). For given \(v \in V\), let \(w=v-u\). Then, \(w \in V\) and
\[
\begin{aligned}
F(v) & =F(u+w)=\frac{1}{2}\left(u^{\prime}+w^{\prime}, u^{\prime}+w^{\prime}\right)-(f, u+w) \\
& =\frac{1}{2}\left(u^{\prime}, u^{\prime}\right)-(f, u)+\frac{1}{2}\left(w^{\prime}, w^{\prime}\right)+\left(u^{\prime}, w^{\prime}\right)-(f, w) .
\end{aligned}
\]

The last two terms in the right side of the above equation become zero, because \(u\) be a solution of (V). So
\[
F(v)=F(u)+\frac{1}{2}\left(w^{\prime}, w^{\prime}\right) \geq F(u), \quad \forall v \in V
\]
which completes the proof.

Claim 5.3. The problem (V) admits a unique solution.
Proof. Existence and uniqueness can be proved in an abstract mathematical theory for variational problems, using the Lax-Milgram lemma, as in Theorem 5.12 on p.202. Here we will consider uniqueness only.
(Uniqueness): Let \(u_{1}\) and \(u_{2}\) be two solutions of (V). Then,
\[
\begin{aligned}
& \left(u_{1}^{\prime}, v^{\prime}\right)=(f, v), \quad \forall v \in V, \\
& \left(u_{2}^{\prime}, v^{\prime}\right)=(f, v), \quad \forall v \in V,
\end{aligned}
\]
which reads
\[
\left(u_{1}^{\prime}-u_{2}^{\prime}, v^{\prime}\right)=0, \quad \forall v \in V .
\]

Thus, by choosing \(v=\left(u_{1}-u_{2}\right)\), we reach at
\[
\int_{I}\left(u_{1}^{\prime}-u_{2}^{\prime}\right)^{2} d x=0
\]
which implies \(u_{1}^{\prime}-u_{2}^{\prime}=0\) and therefore \(u_{1}-u_{2}=c\), a constant. Since \(u_{1}(0)=\) \(u_{2}(0)=0\), the constant \(c\) must be zero. Thus \(u_{1} \equiv u_{2}\), which completes the proof.

\section*{In summary:}
- (D) \(\Leftrightarrow(\mathrm{V}) \Leftrightarrow(\mathrm{M}) . \quad\) (when \(u^{\prime \prime}\) exists)
- They admit a unique solution.

\subsection*{5.1.2. Formulation of FEMs}

In designing a FEM, the following steps are to be performed:
- Partitioning: The domain should be partitioned into a collection of elements of the mesh size \(h\).
- Subspace \(V_{h} \subset V\) and basis functions \(\left\{\varphi_{j}(x)\right\}\) : A subspace is set to represent the numerical solution that is a linear combination of basis functions. That is,
\[
\begin{equation*}
u_{h}(x)=\sum_{j=1}^{M} \xi_{j} \varphi_{j}(x) \tag{5.11}
\end{equation*}
\]

For example, \(\varphi_{j}(x)\) are piecewise polynomials (splines).
- Application of variational principles: Different variational principles produce various FEMs.
- the minimization principle (Rayleigh-Ritz)
- weighted residual approaches with the weights being either the basis functions (Galerkin) or different functions (Petrov-Galerkin)
- least-square approaches
- collocation method
- Assembly for a linear system: The linear system can be assembled for \(\left(\xi_{1}, \xi_{2}, \cdots, \xi_{M}\right)^{T}\) with the integrals approximated by numerical quadrature.

\section*{Step 1. Partitioning: Let}
\[
0=x_{0}<x_{1}<\cdots<x_{M}<x_{M+1}=1
\]
be a partition of the unit interval. Define
\[
h_{j}=x_{j}-x_{j-1}, \quad I_{j}=\left[x_{j-1}, x_{j}\right], \quad j=1,2, \cdots, M+1
\]
and
\[
h=\max _{1 \leq j \leq M+1} h_{j} .
\]

Step 2. Subspace and basis functions: Define a finite-dimensional subspace of \(V\) as
\[
\begin{array}{r}
V_{h}=\{v \in V: v \text { is a polynomial of }  \tag{5.12}\\
\text { degree } \left.\leq k \text { on each } I_{j}\right\} .
\end{array}
\]

\section*{Notes:}
- Corresponding basis functions are determined depending on the choice of polynomial degree \(k \geq 1\) and therefore on the nodal points.
- Each of basis functions is related to a nodal point.
- Basis functions \(\varphi_{j} \in V_{h}\) are defined to satisfy
\[
\varphi_{j}\left(x_{i}\right)=\delta_{i j}:= \begin{cases}1, & \text { if } i=j \\ 0, & \text { else }\end{cases}
\]


Figure 5.1: The basis function \(\varphi_{j}\).
Example: \(\boldsymbol{k}=\mathbf{1}\) (the linear FEM): The basis function \(\varphi_{j}\) is depicted in Figure 5.1:
\[
\varphi_{j}(x)= \begin{cases}\frac{1}{h_{j}}\left(x-x_{j-1}\right), & x \in\left[x_{j-1}, x_{j}\right]  \tag{5.13}\\ \frac{-1}{h_{j+1}}\left(x-x_{j+1}\right), & x \in\left[x_{j}, x_{j+1}\right] \\ 0, & \text { elsewhere }\end{cases}
\]

\section*{Notes:}
- The functions \(v \in V_{h}\) can be expressed as a linear combination of the basis functions as
\[
v(x)=\sum_{j=1}^{M} \eta_{j} \varphi_{j}(x), x \in[0,1] .
\]
- The above expression is unique for given \(v \in V_{h}\); in fact,
\[
\eta_{j}=v\left(x_{j}\right), \quad j=1,2, \cdots, M
\]

\section*{Example: \(\boldsymbol{k}>1\) (higher-order FEMs):}
- For each interval \(I_{j}=\left[x_{j-1}, x_{j}\right]\), the degree of freedom of \(k\)-th order polynomials is \(k+1\).
It requires to choose \(k+1\) nodal points in each interval.
- As for the linear FEM, the two endpoints can naturally become nodal points.
We should select \(k-1\) extra nodal points inside the interval \(I_{j}\).
- In the literature, a common practice is to select those nodal points in such a way that the numerical quadrature of the integrals is as accurate as possible when the nodal points are used as quadrature points.
- Such selection is related to the family of orthogonal polynomials such as Legendre polynomials and Chebyshev polynomials; see Appendix E for details.

Step 3. Application of variational principles: The most popular FEM is the Galerkin method, which is a weighted residual approach with the weights being basis functions.

Weighted residual approaches: Let \(P(u)=-u^{\prime \prime}\). For the differential problem (5.1), define the residual \(R\) as
\[
\begin{equation*}
R(v)=P(v)-f \tag{5.14}
\end{equation*}
\]

Then, we have
\[
R(u)=P(u)-f=0
\]

However, for \(u_{h}(x)=\sum_{j=1}^{M} \xi_{j} \varphi_{j}(x)\),
\[
\begin{equation*}
R\left(u_{h}\right)=P\left(u_{h}\right)-f \neq 0, \quad \text { in general. } \tag{5.15}
\end{equation*}
\]

Weighed residual approaches are seeking an approximate solution
\[
u_{h}(x)=\sum_{j=1}^{M} \xi_{j} \varphi_{j}(x)
\]
which satisfies
\[
\begin{equation*}
\int_{I} R\left(u_{h}\right) w(x) d x=0 \tag{5.16}
\end{equation*}
\]
for a sequence of weight functions \(w(x) \in\left\{w_{i}(x)\right\}\), which is also called trial functions.

When the integration by parts is utilized, (5.16) reads
\[
\begin{equation*}
\left(u_{h}^{\prime}, w^{\prime}\right)=(f, w) \tag{5.17}
\end{equation*}
\]

The linear Galerkin method: For the subspace \(V_{h}\) of linear basis functions \(\left\{\varphi_{j}(x)\right\}\), let
\[
\begin{equation*}
w_{i}(x)=\varphi_{i}(x) \tag{5.18}
\end{equation*}
\]

Then, the linear Galerkin FEM for the differential problem (5.1) is formulated as
\[
\begin{equation*}
\text { Find } u_{h} \in V_{h} \text { s.t. }\left(u_{h}^{\prime}, \varphi_{i}^{\prime}\right)=\left(f, \varphi_{i}\right), \forall \varphi_{i} \in V_{h} \tag{5.19}
\end{equation*}
\]

As in §5.1.1, one can show that (5.19) admits a unique solution.

\section*{Step 4. Assembly for a linear system:}
- Given basis functions \(\left\{\varphi_{j}(x)\right\} \subset V_{h}\), the numerical solution \(u_{h}\) is uniquely expressed as
\[
\begin{equation*}
u_{h}(x)=\sum_{j=1}^{M} \xi_{j} \varphi_{j}(x) \tag{5.20}
\end{equation*}
\]
- The numerical solution must be the solution of a variational formulation. For example, the solution of the linear Galerkin FEM satisfies
\[
\begin{equation*}
\left(u_{h}^{\prime}, \varphi_{i}^{\prime}\right)=\left(f, \varphi_{i}\right), \forall \varphi_{i} \in V_{h} \tag{5.21}
\end{equation*}
\]

The next objective is to assemble the linear system for the unknown vector \(\boldsymbol{\xi}:=\left(\xi_{1}, \xi_{2}, \cdots, \xi_{M}\right)^{T}\). From (5.20) and (5.21),
\[
\left(u_{h}^{\prime}, \varphi_{i}^{\prime}\right)=\sum_{j=1}^{M} \xi_{j}\left(\varphi_{j}^{\prime}, \varphi_{i}^{\prime}\right)=\left(f, \varphi_{i}\right), \quad \forall \varphi_{i} \in V_{h}
\]

We rewrite the above equation
\[
\begin{equation*}
\sum_{j=1}^{M}\left(\varphi_{j}^{\prime}, \varphi_{i}^{\prime}\right) \xi_{j}=\left(f, \varphi_{i}\right), \quad i=1, \cdots, M \tag{5.22}
\end{equation*}
\]

Define
\[
\begin{equation*}
a_{i j}=\left(\varphi_{j}^{\prime}, \varphi_{i}^{\prime}\right), \quad b_{i}=\left(f, \varphi_{i}\right) \tag{5.23}
\end{equation*}
\]

Then, (5.22) equivalently reads the algebraic system of the form
\[
\begin{equation*}
A \boldsymbol{\xi}=\mathbf{b} \tag{5.24}
\end{equation*}
\]
where \(A=\left(a_{i j}\right)\) is an \(M \times M\) matrix and \(\mathbf{b}=\left(b_{1}, b_{2}, \cdots, b_{M}\right)^{T}\) is the source vector.
- The matrix \(A\) has good properties such as being symmetric and positive definite.
- We will show them later; we first consider details for the computation of \(a_{i j}\) and \(b_{i}\).
- Note that
\[
a_{i j}=\left(\varphi_{j}^{\prime}, \varphi_{i}^{\prime}\right)=\int_{I} \varphi_{j}^{\prime}(x) \varphi_{i}^{\prime}(x) d x=0, \quad \text { if }|i-j| \geq 2
\]
because the support of \(\varphi_{j}\) is \(\left[x_{j-1}, x_{j+1}\right]\). Thus, there are only three cases for nonzero entries of \(A\) :
\[
j=i-1, i, i+1
\]

Computation of \(a_{i j}\) and \(b_{i}\) : Recall
\[
\varphi_{j}(x)= \begin{cases}\frac{1}{h_{j}}\left(x-x_{j-1}\right), & x \in\left[x_{j-1}, x_{j}\right]  \tag{5.25}\\ \frac{-1}{h_{j+1}}\left(x-x_{j+1}\right), & x \in\left[x_{j}, x_{j+1}\right] \\ 0, & \text { elsewhere }\end{cases}
\]
\(\underline{\text { Case } j=i-1 \text { : It follows from (5.25) that }}\)
\[
\begin{aligned}
a_{i, i-1} & =\left(\varphi_{i-1}^{\prime}, \varphi_{i}^{\prime}\right)=\int_{x_{i-1}}^{x_{i}} \varphi_{i-1}^{\prime}(x) \varphi_{i}^{\prime}(x) d x \\
& =\int_{x_{i-1}}^{x_{i}} \frac{-1}{h_{i}} \cdot \frac{1}{h_{i}} d x=\frac{-1}{h_{i}}
\end{aligned}
\]

Case \(j=i\) : Again utilizing (5.25), we have
\[
\begin{aligned}
a_{i, i} & =\left(\varphi_{i}^{\prime}, \varphi_{i}^{\prime}\right)=\int_{x_{i-1}}^{x_{i+1}} \varphi_{i}^{\prime}(x) \varphi_{i}^{\prime}(x) d x \\
& =\int_{x_{i-1}}^{x_{i}}+\int_{x_{i}}^{x_{i+1}} \varphi_{i}^{\prime}(x) \varphi_{i}^{\prime}(x) d x=\frac{1}{h_{i}}+\frac{1}{h_{i+1}} .
\end{aligned}
\]
\(\underline{\text { Case } j=i+1}\) :
\[
\begin{aligned}
a_{i, i+1} & =\left(\varphi_{i+1}^{\prime}, \varphi_{i}^{\prime}\right)=\int_{x_{i}}^{x_{i+1}} \varphi_{i+1}^{\prime}(x) \varphi_{i}^{\prime}(x) d x \\
& =\int_{x_{i}}^{x_{i+1}} \frac{1}{h_{i+1}} \cdot \frac{-1}{h_{i+1}} d x=\frac{-1}{h_{i+1}} .
\end{aligned}
\]

Computation of \(b_{i}\) : Finally, it can be done as
\[
b_{i}=\left(f, \varphi_{i}\right)=\int_{x_{i-1}}^{x_{i+1}} f(x) \varphi_{i}(x) d x \approx f_{i} \frac{h_{i}+h_{i+1}}{2},
\]
where \(f\) has been approximated by \(f_{i}=f\left(x_{i}\right)\) on \(\left[x_{i-1}, x_{i+1}\right]\).

\section*{Properties of the algebraic system:}

Definition 5.4. A matrix \(S=\left(s_{i j}\right) \in \mathbb{R}^{M \times M}\) is said to be positive definite if
\[
\boldsymbol{\eta} \cdot S \boldsymbol{\eta}=\sum_{i, j=1}^{M} \eta_{i} s_{i j} \eta_{j}>0, \quad \forall \boldsymbol{\eta} \in \mathbb{R}^{M}, \quad \boldsymbol{\eta} \neq 0
\]

It has been known that a matrix \(S\) is symmetric positive definite if and only if all eigenvalues of \(S\) are strictly positive.
Lemma 5.5. The matrix \(A\) in (5.24) is symmetric positive definite.
Proof. Symmetry is easy to see, because
\[
a_{i j}:=\left(\varphi_{j}^{\prime}, \varphi_{i}^{\prime}\right)=\left(\varphi_{i}^{\prime}, \varphi_{j}^{\prime}\right)=: a_{j i}
\]

Given \(\boldsymbol{\eta} \in \mathbb{R}^{M}\), we define \(v(x)=\sum_{j=1}^{M} \eta_{j} \varphi_{j}(x)\). Then
\[
\begin{array}{r}
\boldsymbol{\eta} \cdot A \boldsymbol{\eta}=\sum_{i, j=1}^{M} \eta_{i} a_{i j} \eta_{j}=\sum_{i, j=1}^{M} \eta_{i}\left(\varphi_{i}^{\prime}, \varphi_{j}^{\prime}\right) \eta_{j}  \tag{5.26}\\
=\left(\sum_{i}^{M} \eta_{i} \varphi_{i}^{\prime}, \sum_{j}^{M} \eta_{j} \varphi_{j}^{\prime}\right) \geq 0
\end{array}
\]
with equality satisfied only if \(v^{\prime}=0\), and therefore only if \(v=0\) because \(v(0)=0\); which implies that equality holds only if \(\boldsymbol{\eta}=0\). This completes the proof.


Figure 5.2: The element \(I_{i}=\left[x_{i-1}, x_{i}\right]\) and the basis functions for the cubic FE method.

\section*{Higher-order FEMs:}
- Higher-order FE methods introduce higher-order basis functions.
- Figure 5.2 presents the element \(I_{i}=\left[x_{i-1}, x_{i}\right]\) and the basis functions each of which is cubic in \(I_{i}\).
- Since the degree of freedom for cubic polynomials is four, we need to provide four independent information to determine the polynomial uniquely.
- For the purpose, one can choose four distinct points (including two edge points), as shown in Figure 5.2. The points are called the nodal points.

\section*{Construction of cubic basis functions:}
- Let the nodal points be given and denoted by \(\ell_{p}, p=0, \cdots, 3\).
- Then the local basis functions \(\varphi_{j}\) on the element \(I_{i}\) must read
\[
\varphi_{j}\left(\ell_{p}\right)=\delta_{j p}, \quad j, p=0, \cdots, 3
\]
- The above property can be satisfied the cardinal functions:
\[
\begin{equation*}
\varphi_{j}(x)=\prod_{\substack{m=0 \\ m \neq j}}^{3}\left(\frac{x-\ell_{m}}{\ell_{j}-\ell_{m}}\right), \quad j=0, \cdots, 3 \tag{5.27}
\end{equation*}
\]
and they can serve as basis functions.
- It is often to choose Gauss-Lobatto points for the nodal points; see Appendix E for details.

Construction of general-order basis functions: We generalize the above argument for FE methods utilizing piecewise \(k\) th-order polynomials \(k \geq 1\), as follows:
- Select extra \((k-1)\) nodal points such that each element \(I_{i}\) has \((k+1)\) nodal points including the two edge points.
- Denote them by \(\ell_{m}, m=0, \cdots, k\).
- Define the local basis functions as
\[
\varphi_{j}(x)=\prod_{\substack{m=0 \\ m \neq j}}^{k}\left(\frac{x-\ell_{m}}{\ell_{j}-\ell_{m}}\right), \quad j=0, \cdots, k
\]
- The basis functions associated with the edge points must be extended both side for the final form of the basis functions.

\subsection*{5.2. The Hilbert spaces}

We first define the space of square integrable functions on \(I\) :
\[
L^{2}(I)=\left\{v: v \text { is defined on } I \text { and } \int_{I} v^{2} d x<\infty\right\}
\]

The space \(L^{2}(I)\) is a Hilbert space with the scalar product
\[
(v, w)=\int_{I} v(x) w(x) d x
\]
and the corresponding norm (the \(L^{2}\)-norm)
\[
\|v\|=(v, v)^{1 / 2}=\left(\int_{I}[v(x)]^{2} d x\right)^{1 / 2}
\]

In general, for an integer \(r \geq 0\), we define a Hilbert space
\[
H^{r}(I)=\left\{v \in L^{2}(I): v^{(k)} \in L^{2}(I), \quad k=1, \cdots, r\right\}
\]
with the corresponding norm (the \(H^{r}(I)\)-norm)
\[
\|v\|_{r}=\left(\int_{I} \sum_{k=0}^{r}\left[v^{(k)}(x)\right]^{2} d x\right)^{1 / 2}
\]
where \(v^{(k)}\) denotes the \(k\)-th derivative of \(v\). It is often convenient to define
\[
|v|_{r}=\left(\int_{I}\left[v^{(r)}(x)\right]^{2} d x\right)^{1 / 2}, \quad v \in H^{r}(I)
\]

Note that \(L^{2}(I)=H^{0}(I)\) and \(\|\cdot\|=\|\cdot\|_{0}=|\cdot|_{0}\).
The following shall be useful for the error estimate to be presented in §5.3.

The Cauchy-Schwarz inequality reads
\[
\begin{equation*}
|(v, w)| \leq\|v\| \cdot\|w\| \tag{5.28}
\end{equation*}
\]

Consider the problem (D) in (5.1). Then, it is well known that
\[
\begin{equation*}
\|u\|_{s+2} \leq C\|f\|_{s}, \quad s=0,1, \cdots \tag{5.29}
\end{equation*}
\]
for some \(C>0\), independent of \(u\) and \(f\). The above regularity estimate holds for higher-dimensional problems (the Poisson equation in 2D and 3D) when the boundary is smooth enough. See Appendix B. 1 for the details.

\subsection*{5.3. An error estimate for FEM in 1D}

Let \(u\) and \(u_{h}\) be the solutions of Problem (V) in (5.5) and Problem \(\left(\mathrm{V}_{h}\right)\) in (5.19), respectively. Then,
\[
\begin{array}{ll}
\left(u^{\prime}, v^{\prime}\right)=(f, v), & \forall v \in V \\
\left(u_{h}^{\prime}, v^{\prime}\right)=(f, v), & \forall v \in V_{h} .
\end{array}
\]

Note that \(V_{h} \subset V\). Thus it follows from the above equations that
\[
\begin{equation*}
\left(u^{\prime}-u_{h}^{\prime}, v^{\prime}\right)=0, \quad \forall v \in V_{h} . \tag{5.30}
\end{equation*}
\]

Theorem 5.6. For any \(v \in V_{h}\), we have
\[
\begin{equation*}
\left\|\left(u-u_{h}\right)^{\prime}\right\| \leq\left\|(u-v)^{\prime}\right\| . \tag{5.31}
\end{equation*}
\]

Proof. Given \(v\), an arbitrary function in \(V_{h}\), let \(w=u_{h}-v \in V_{h}\). Then, utilizing (5.30) and the Cauchy-Schwarz inequality, we have
\[
\begin{aligned}
\left\|\left(u-u_{h}\right)^{\prime}\right\|^{2} & =\left(\left(u-u_{h}\right)^{\prime},\left(u-u_{h}\right)^{\prime}\right) \\
& =\left(\left(u-u_{h}\right)^{\prime},\left(u-u_{h}\right)^{\prime}\right)+\left(\left(u-u_{h}\right)^{\prime}, w^{\prime}\right) \\
& =\left(\left(u-u_{h}\right)^{\prime},\left(u-u_{h}+w\right)^{\prime}\right) \\
& =\left(\left(u-u_{h}\right)^{\prime},(u-v)^{\prime}\right) \\
& \leq\left\|\left(u-u_{h}\right)^{\prime}\right\| \cdot\left\|(u-v)^{\prime}\right\|
\end{aligned}
\]
from which (5.31) follows.


Figure 5.3: The solution \(u\) and its interpolant \(\pi_{h} u\).

\section*{Notes}
- The inequality (5.31) allows us to analyze the error \(\left\|\left(u-u_{h}\right)^{\prime}\right\|\) quantitatively.
- That is, we can choose \(v \in V_{h}\) suitably to estimate the right side of (5.31).
- We shall choose \(v\) to be the interpolant of \(u, \pi_{h} u\), which interpolates \(u\) at all the nodal points \(x_{j}\). See Figure 5.3.

Now, one can prove that for \(x \in[0,1]\),
\[
\begin{align*}
& \left|u(x)-\pi_{h} u(x)\right| \leq \frac{h^{2}}{8} \max _{\xi \in(0,1)}\left|u^{\prime \prime}(\xi)\right|,  \tag{5.32}\\
& \left|u^{\prime}(x)-\pi_{h} u^{\prime}(x)\right| \leq h \max _{\xi \in(0,1)}\left|u^{\prime \prime}(\xi)\right| \tag{5.33}
\end{align*}
\]
(See Homework 5.2.) The above inequalities hold for any (sufficiently smooth) function \(u\) and its interpolant \(\pi_{h} u\). The estimates are called the interpolation estimates.

It follows from (5.33) and Theorem 5.6 that
\[
\begin{equation*}
\left\|\left(u-u_{h}\right)^{\prime}\right\|_{0} \leq C h|u|_{2}, \tag{5.34}
\end{equation*}
\]
for some constant \(C>0\), independent of \(h\).
Since
\[
\begin{aligned}
\left|\left(u-u_{h}\right)(x)\right| & =\left|\int_{0}^{x}\left(u-u_{h}\right)^{\prime}(t) d t\right| \\
& \leq\left\|\left(u-u_{h}\right)^{\prime}\right\|_{0} \cdot\left(\int_{0}^{x} 1^{2} d t\right)^{1 / 2} \\
& \leq\left\|\left(u-u_{h}\right)^{\prime}\right\|_{0}
\end{aligned}
\]
we have
\[
\begin{equation*}
\left|\left(u-u_{h}\right)(x)\right| \leq C h|u|_{2} . \tag{5.35}
\end{equation*}
\]

Therefore, from (5.34) and (5.35),
\[
\begin{equation*}
\left\|u-u_{h}\right\|_{1} \leq C h|u|_{2}, \tag{5.36}
\end{equation*}
\]

\section*{Estimation of \(\left\|\boldsymbol{u}-\boldsymbol{u}_{\boldsymbol{h}}\right\|_{0}\)}

Theorem 5.7. Let \(u\) and \(u_{h}\) be the solutions of Problem (V) and Problem ( \(\mathrm{V}_{h}\) ), respectively. Then
\[
\begin{equation*}
\left\|u-u_{h}\right\|_{0} \leq C h^{2}|u|_{2}, \tag{5.37}
\end{equation*}
\]
where \(C>0\) is independent on \(h\).
Proof. Let \(e=u-u_{h}\). Then, we know from (5.30) that
\[
\begin{equation*}
\left(e^{\prime}, v^{\prime}\right)=0, \quad \forall v \in V_{h} . \tag{5.38}
\end{equation*}
\]

We shall estimate \((e, e)=\|e\|_{0}^{2}\) using the so-called duality argument which is popular in FEM error analysis. Let \(\phi\) be the solution of the following dual problem
\[
\begin{array}{cl}
-\phi^{\prime \prime}=e, & x \in I,  \tag{5.39}\\
\phi=0, & x=0 \text { or } 1 .
\end{array}
\]

Then, from (5.29) with \(s=0\),
\[
\begin{equation*}
\|\phi\|_{2} \leq C\|e\|_{0}, \tag{5.40}
\end{equation*}
\]
where \(C>0\) is independent on \(e\). Using the integration by parts and the fact that \(e(0)=e(1)=0\),
\[
(e, e)=\left(e,-\phi^{\prime \prime}\right)=\left(e^{\prime}, \phi^{\prime}\right)=\left(e^{\prime}, \phi^{\prime}-\pi_{h} \phi^{\prime}\right),
\]
where \(\pi_{h} \phi \in V_{h}\) denotes the interpolant of \(\phi\). Now, apply the interpolation estimate (5.33) to \(\phi\) and use the regularity estimate (5.40) to get
\[
\|e\|_{0}^{2} \leq\|e\|_{1} \cdot\left\|\phi-\pi_{h} \phi\right\|_{1} \leq\|e\|_{1} \cdot C h|\phi|_{2} \leq C h\|e\|_{1} \cdot\|e\|_{0} .
\]

Thus dividing by \(\|e\|_{0}\) and utilizing (5.36), we finally reach at
\[
\|e\|_{0} \leq C h\|e\|_{1} \leq C h^{2}|u|_{2}
\]
and the proof is complete.
Summary: Error estimate for the linear FEM: The error estimates in (5.36) and (5.37) can be rewritten as
\[
\begin{equation*}
\left\|u-u_{h}\right\|_{s} \leq C h^{2-s}|u|_{2}, \quad s=0,1 . \tag{5.41}
\end{equation*}
\]

Error estimate for general-order FEMs: When piecewise \(k\)-th order polynomials ( \(k \geq 1\) ) are employed for the basis functions, one can use the same arguments presented in this section to show
\[
\begin{equation*}
\left\|u-u_{h}\right\|_{s} \leq C h^{k+1-s}|u|_{k+1}, \quad s=0,1, \cdots, k \tag{5.42}
\end{equation*}
\]

\subsection*{5.4. Other Variational Principles}

The FEM we have consider so far is the Galerkin method, one of weighted residual approaches.

There have been other variational principles such as
- the minimization principle (Rayleigh-Ritz methods),
- least-square approaches,
- collocation methods, and
- weighted residual approaches with the weights being different from the basis functions (Petrov-Galerkin methods).

\subsection*{5.5. FEM for the Poisson equation}

Let \(\Omega \subset \mathbb{R}^{2}\) be bounded domain with its boundary \(\Gamma=\partial \Omega\) being smooth. Consider
\[
\text { (D) }\left\{\begin{align*}
-\Delta u=f, & \mathrm{x} \in \Omega,  \tag{5.43}\\
u=0, & \mathrm{x} \in \Gamma
\end{align*}\right.
\]
where \(\mathbf{x}=(x, y)=\left(x_{1}, x_{2}\right)\).

\subsection*{5.5.1. Integration by parts}

To derive a variational form for (5.43), we first introduce the divergence theorem. Let \(A=\left(A_{1}, A_{2}\right)\) be a vector-valued function on \(\mathbb{R}^{2}\). Then divergence of \(A\) is defined as
\[
\nabla \cdot A=\frac{\partial A_{1}}{\partial x_{1}}+\frac{\partial A_{2}}{\partial x_{2}}
\]

Let \(\mathbf{n}=\left(n_{1}, n_{2}\right)\) be the outward unit normal to \(\Gamma\) and
\[
v_{\mathbf{n}}=\frac{\partial v}{\partial \mathbf{n}}=\nabla v \cdot \mathbf{n}=\frac{\partial v}{\partial x_{1}} n_{1}+\frac{\partial v}{\partial x_{2}} n_{2} .
\]

Theorem 5.8. (Divergence theorem) Let \(A=\left(A_{1}, A_{2}\right)\) be a vector-valued differentiable function on a bounded region \(\Omega\) in \(\mathbb{R}^{2}\). Then
\[
\begin{equation*}
\int_{\Omega} \nabla \cdot A d \mathbf{x}=\int_{\Gamma} A \cdot \mathbf{n} d s \tag{5.44}
\end{equation*}
\]
where \(s\) is the element of arc length.

Apply the divergence theorem to \(A=(v w, 0)\) and \(A=(0, v w)\) to read
\[
\begin{aligned}
\int_{\Omega} \frac{\partial}{\partial x_{1}}(v w) d \mathbf{x} & =\int_{\Gamma} v w n_{1} d s \\
\int_{\Omega} \frac{\partial}{\partial x_{2}}(v w) d \mathbf{x} & =\int_{\Gamma} v w n_{2} d s,
\end{aligned}
\]
which implies
\[
\begin{equation*}
\int_{\Omega} \frac{\partial v}{\partial x_{i}} w d \mathbf{x}=\int_{\Gamma} v w n_{i} d s-\int_{\Omega} v \frac{\partial w}{\partial x_{i}} d \mathbf{x}, \quad i=1,2 . \tag{5.45}
\end{equation*}
\]

Thus we have the Green's formula
\[
\begin{aligned}
\int_{\Omega} \nabla v \cdot \nabla w d \mathbf{x} \equiv & \int_{\Omega}\left[\frac{\partial v}{\partial x_{1}} \frac{\partial w}{\partial x_{1}}+\frac{\partial v}{\partial x_{2}} \frac{\partial w}{\partial x_{2}}\right] \\
= & \int_{\Gamma} v \frac{\partial w}{\partial x_{1}} n_{1} d s-\int_{\Omega} v \frac{\partial^{2} w}{\partial x_{1}^{2}} d \mathbf{x} \\
& +\int_{\Gamma} v \frac{\partial w}{\partial x_{2}} n_{2} d s-\int_{\Omega} v \frac{\partial^{2} w}{\partial x_{2}^{2}} d \mathbf{x} \\
= & \int_{\Gamma} v \frac{\partial w}{\partial \mathbf{n}} d s-\int_{\Omega} v \Delta w d \mathbf{x} .
\end{aligned}
\]

That is,
\[
\begin{equation*}
(\nabla v, \nabla w)=<v, w_{\mathbf{n}}>-(v, \Delta w) \tag{5.46}
\end{equation*}
\]
where \(\langle v, w\rangle=\int_{\Gamma} v w d s\).

The linear space: Now, define the linear space
\[
\begin{align*}
V= & \left\{v: v \in C^{0}(\Omega) ; \nabla v\right. \text { is piecewise continuous }  \tag{5.47}\\
& \text { and bounded on } \Omega ; v(\mathbf{x})=0, \mathbf{x} \in \Gamma\} .
\end{align*}
\]

Let
\[
a(u, v)=\int_{\Omega} \nabla u \cdot \nabla v d \mathbf{x}
\]

Define the variational problem (V)
\[
\text { (V) }\left\{\begin{array}{l}
\text { Find } u \in V \text { such that }  \tag{5.48}\\
a(u, v)=(f, v), \forall v \in V,
\end{array}\right.
\]
and the minimization problem (M)
\[
\text { (M) }\left\{\begin{array}{l}
\text { Find } u \in V \text { such that }  \tag{5.49}\\
F(u) \leq F(v), \forall v \in V
\end{array}\right.
\]
where
\[
F(v)=\frac{1}{2} a(v, v)-(f, v) .
\]

Then, as for the 1D model problem in §5.1.1, one can prove that
- problems (D), (V), and (M) are equivalent when the solution \(u\) is sufficiently smooth, and
- they admit a unique solution.

\subsection*{5.5.2. Defining FEMs}

To define an FEM for the Poisson equation (5.48), we need to follow steps as for the FE method for the 1D problem presented in §5.1.2:
- Triangulation
- Subspace \(V_{h} \subset V\) and basis functions
- Application of variational principles
- Assembly for the linear system


Figure 5.4: Triangulation \(\mathcal{T}_{h}\) of \(\Omega\).
Step 1. Triangulation: Let \(K_{j}, j=1, \cdots, m\), be nonoverlapping triangles such that
\[
\Omega=\cup_{j=1}^{m} K_{j} ;
\]
we assume that no vertex of a triangle lies on the edge of another triangle as shown in Figure 5.4.

Let \(h\) be the longest side of edges of the triangles, i.e.,
\[
h=\max _{j} \operatorname{diam}\left(K_{j}\right) .
\]

Then the collection of such triangles composes the finite elements
\[
\mathcal{T}_{h}=\left\{K_{1}, K_{2}, \cdots, K_{m}\right\} .
\]

An FE mesh consists of
\begin{tabular}{l|l}
\hline nPT & the number of vertices (points) \\
nEL & the number of elements/triangles \\
\((x, y)_{i}\) & the vertices \\
\(\left(n_{1}, n_{2}, n_{3}\right)_{j}\) & the connectivity \\
\hline
\end{tabular}


Figure 5.5: Two meshes Dr. Kim made, using the Python package MeshPy.

\section*{Step 2. Subspace \(V_{\boldsymbol{h}} \subset \boldsymbol{V}\) and basis functions: For the linear} FE method, we define a subspace of \(V\) as
\[
\begin{equation*}
V_{h}=\left\{v \in V: v \text { is linear on each } K_{j}\right\} . \tag{5.50}
\end{equation*}
\]

The corresponding basis functions \(\left\{\varphi_{j}\right\}\) are as
\[
\varphi_{j}\left(N_{i}\right)=\delta_{i j},
\]
where \(N_{i}\) are the vertices, the nodal points.
Each basis function \(\varphi_{i}\) restricted on an element \(K_{j}\), one vertex of which is \(N_{i}\), is linear of the form
\[
\varphi_{i}(\mathbf{x})=a x_{1}+b x_{2}+c, \quad \mathbf{x} \in K_{j} .
\]

\section*{Step 3. Application of variational principles: The linear Galerkin} FEM for (5.48) can be formulated as
\[
\left(\mathrm{V}_{h}\right) \quad\left\{\begin{array}{l}
\text { Find } u_{h} \in V_{h} \text { such that }  \tag{5.51}\\
a\left(u_{h}, v\right)=(f, v), \forall v \in V_{h} .
\end{array}\right.
\]

The error analysis for the linear Galerkin method can be carried out following the arguments in §5.3.

Theorem 5.9. Let \(u\) and \(u_{h}\) be the solutions of (5.48) and (5.51), respectively. Then
\[
\begin{equation*}
\left\|u-u_{h}\right\|_{s} \leq C h^{2-s}|u|_{2}, \quad s=0,1 \tag{5.52}
\end{equation*}
\]
where \(C>0\) is a constant independent on \(h\).

It is fun to prove the theorem; challenge it for an extra credit, or more importantly, for your pride!

Step 4. Assembly for the linear system: Let
\[
u_{h}(\mathbf{x})=\sum_{j=1}^{M} \xi_{j} \varphi_{j}(\mathbf{x}), \text { for some } M>0
\]

Then, the algebraic system for (5.51) can be formulated as
\[
\begin{equation*}
A \boldsymbol{\xi}=\mathbf{b} \tag{5.53}
\end{equation*}
\]
where \(\boldsymbol{\xi}=\left(\xi_{1}, \cdots, \xi_{M}\right)^{T}\) is the solution vector and
\[
\begin{aligned}
& A=\left(a_{i j}\right), \quad a_{i j}:=a\left(\varphi_{j}, \varphi_{i}\right), \\
& \mathbf{b}=\left(b_{1}, \cdots, b_{M}\right)^{T}, \quad b_{i}:=\left(f, \varphi_{i}\right) .
\end{aligned}
\]

\section*{Notes:}
- As for the 1D problem in §5.1.2, the matrix \(A\) is symmetric and positive definite.
- Thus the system (5.53) admits a unique solution.

\section*{Stiffness matrix \(A\) :}

Let the stiffness matrix be \(A=\left(a_{i j}\right)\). Then,
\[
\begin{equation*}
a_{i j}=a\left(\varphi_{j}, \varphi_{i}\right)=\sum_{K \in \mathcal{T}_{h}} a_{i j}^{K}, \tag{5.54}
\end{equation*}
\]
where
\[
\begin{equation*}
a_{i j}^{K}=a_{K}\left(\varphi_{j}, \varphi_{i}\right)=\int_{K} \nabla \varphi_{j} \cdot \nabla \varphi_{i} d \mathbf{x} . \tag{5.55}
\end{equation*}
\]

Definition 5.10. The element stiffness matrix \(A_{K}\) of the element \(K\) is
\[
A_{K}=\left[\begin{array}{ccc}
a_{11}^{K} & a_{12}^{K} & a_{13}^{K} \\
a_{21}^{K} & a_{22}^{K} & a_{23}^{K} \\
a_{31}^{K} & a_{32}^{K} & a_{33}^{K}
\end{array}\right],
\]
where each component can be computed from (5.55).
- The stiffness matrix \(A\) can be constructed through the contributions from the element stiffness matrices \(A_{K}, K \in \mathcal{T}_{h}\).
- Looks complicated? We will deal with an efficient method for the computation of \(a_{i j}^{K}\) in a separate section; see §5.5.3.


Figure 5.6: The affine mapping \(F: \widehat{K} \rightarrow K\).

\subsection*{5.5.3. Assembly: Element stiffness matrices}
- The computation of the element stiffness matrix
\[
A^{K}:=\left(a_{i j}^{K}\right) \in \mathbb{R}^{3 \times 3}
\]
is not a simple task for the element \(K \in \mathcal{T}_{h}\) in a general geometry.
- To overcome the complexity, we introduce the reference element \(\widehat{K}\) and an affine mapping \(F: \widehat{K} \rightarrow K\). See Figure 5.6.

The reference element \(\widehat{K}\) : It has the following three vertices
\[
\begin{equation*}
\widehat{\mathbf{a}}_{1}=[0,0]^{T}, \widehat{\mathbf{a}}_{2}=[1,0]^{T}, \widehat{\mathbf{a}}_{3}=[0,1]^{T}, \tag{5.56}
\end{equation*}
\]
and the corresponding reference basis functions are
\[
\begin{equation*}
\widehat{\varphi}_{1}(\widehat{\mathbf{x}})=1-\widehat{x}_{1}-\widehat{x}_{2}, \quad \widehat{\varphi}_{2}(\widehat{\mathbf{x}})=\widehat{x}_{1}, \quad \widehat{\varphi}_{3}(\widehat{\mathbf{x}})=\widehat{x}_{2} . \tag{5.57}
\end{equation*}
\]

Affine mapping \(\boldsymbol{F}\) : The mapping \(F: \widehat{K} \rightarrow K(\widehat{\mathbf{x}} \mapsto \mathbf{x})\) must be defined as
\[
\begin{equation*}
\mathbf{a}_{i}=F\left(\widehat{\mathbf{a}}_{i}\right), \quad \varphi_{i}(\mathbf{x})=\widehat{\varphi}_{i}(\widehat{\mathbf{x}}), \quad i=1,2,3 . \tag{5.58}
\end{equation*}
\]

That is, the corners and the basis functions of \(K\) are defined as the affine images of those of \(\widehat{K}\).

Let \(J\) be the Jacobian of the affine mapping \(F\) :
\[
J:=\left[\frac{\partial F_{i}}{\partial \widehat{x}_{j}}\right]=\left[\frac{\partial x_{i}}{\partial \widehat{x}_{j}}\right]=\left[\begin{array}{ll}
\frac{\partial x_{1}}{\partial x_{1}} & \frac{\partial x_{1}}{\partial \widehat{x}_{2}}  \tag{5.59}\\
\frac{\partial x_{2}}{\partial x_{1}} & \frac{\partial x_{2}}{\partial \widehat{x}_{2}}
\end{array}\right] .
\]

Then, it follows from the chain rule that
\[
\begin{equation*}
\nabla \varphi_{j}=J^{-T} \nabla \widehat{\varphi}_{j}, \quad j=1,2,3 \tag{5.60}
\end{equation*}
\]
where \(J^{-T}\) is the transpose of \(J^{-1}\), which implies
\[
\begin{align*}
a_{i j}^{K} & :=\int_{K} \nabla \varphi_{j} \cdot \nabla \varphi_{i} d \mathbf{x} \\
& =\int_{\widehat{K}}\left(J^{-T} \nabla \widehat{\varphi}_{j}\right) \cdot\left(J^{-T} \nabla \widehat{\varphi}_{i}\right)|\operatorname{det} J| d \widehat{\mathbf{x}} \tag{5.61}
\end{align*}
\]

\section*{Notes:}
- Every affine mapping in \(\mathbb{R}^{n}\) has the form \(B \widehat{\mathbf{x}}+\mathbf{s}\), where \(B \in \mathbb{R}^{n \times n}\) and \(\mathbf{s} \in \mathbb{R}^{n}\).
- From some algebra, it can be shown that
\[
\begin{equation*}
F(\widehat{\mathbf{x}})=\left[\mathbf{a}_{2}-\mathbf{a}_{1}, \mathbf{a}_{3}-\mathbf{a}_{1}\right] \widehat{\mathbf{x}}+\mathbf{a}_{1} \tag{5.62}
\end{equation*}
\]

Thus
\[
\begin{equation*}
J=\left[\mathbf{a}_{2}-\mathbf{a}_{1}, \mathbf{a}_{3}-\mathbf{a}_{1}\right] \in \mathbb{R}^{2 \times 2} \tag{5.63}
\end{equation*}
\]

\subsection*{5.5.4. Extension to Neumann boundary conditions}

Consider the following problem of Neumann boundary condition
\[
\begin{align*}
-\Delta u+u=f, & \mathbf{x} \in \Omega  \tag{5.64}\\
u_{\mathbf{n}}=g, & \mathbf{x} \in \Gamma .
\end{align*}
\]

For the problem, it is natural to choose \(V=H^{1}(\Omega)\) for the linear space.
Integration by parts: It follows from the Green's formula (5.46) that (5.64) reads
\[
\begin{equation*}
(\nabla u, \nabla v)+(u, v)=(f, v)+<g, v>, \quad v \in V \tag{5.65}
\end{equation*}
\]

Define
\[
\begin{aligned}
& a(u, v)=(\nabla u, \nabla v)+(u, v), \\
& F(v)=\frac{1}{2} a(v, v)-(f, v)-<g, v>.
\end{aligned}
\]

Then, one can formulate the variational problem
\[
\text { (V) }\left\{\begin{array}{l}
\text { Find } u \in V \text { such that }  \tag{5.66}\\
a(u, v)=(f, v)+<g, v>, \forall v \in V
\end{array}\right.
\]
and the minimization problem
\[
\text { (M) }\left\{\begin{array}{l}
\text { Find } u \in V \text { such that }  \tag{5.67}\\
F(u) \leq F(v), \forall v \in V
\end{array}\right.
\]

\section*{Notes:}
- In (5.66) the boundary condition is implicitly imposed. Such a boundary condition is called a natural boundary condition.
- On the other hand, the Dirichlet boundary condition as in (5.43) is called a essential boundary condition.
- For the problem (5.66), an FEM can be formulated as for (5.48); a similar error analysis can be obtained.

\subsection*{5.6. Finite Volume (FV) Method}

Here we will discuss one of easiest FV methods formulated on a rectangular domain. For problems on more general domains or convection-dominated problems, the FV method can be more complicated. However, the major ideas would be near around the same corner.

Consider the following problem of general diffusion coefficients
\[
\begin{align*}
-\nabla \cdot(a \nabla u) & =f, \quad \mathrm{x} \in \Omega, \\
u & =0, \quad \mathrm{x} \in \Gamma . \tag{5.68}
\end{align*}
\]


Figure 5.7: Cell-centered FV method on a uniform mesh of grid size \(h_{x} \times h_{y}\). For this case, each cell is a control volume.

\section*{Formulation of FV methods}
1. Triangulation: Let \(\Omega\) be a rectangular domain partitioned into elements, called cells. For simplicity, we assume all cells are rectangular of size \(h_{x} \times h_{y}\). See Figure 5.7.
2. Localization: Let \(\phi_{p q}\) be the characteristic function of the cell \(K_{p q}\), i.e.,
\[
\phi_{p q}(\mathbf{x})= \begin{cases}1, & \text { if } \mathbf{x} \in K_{p q} \\ 0, & \text { else }\end{cases}
\]
3. Variational principle: Multiplying the first equation of (5.68) by \(\phi_{p q}\) and integrating the result over the domain \(\Omega\), we have
\[
\int_{\Omega}-\nabla \cdot(a \nabla u) \phi_{p q} d \mathbf{x}=\int_{K_{p q}}-\nabla \cdot(a \nabla u) d \mathbf{x}=\int_{K_{p q}} f d \mathbf{x} .
\]

Therefore, from the divergence theorem,
\[
\begin{equation*}
-\int_{\partial K_{p q}} a u_{\mathbf{n}_{p q}} d s=\int_{K_{p q}} f d \mathbf{x}, \tag{5.69}
\end{equation*}
\]
where \(s\) is the edge element and \(\mathbf{n}_{p q}\) denotes the unit out normal to \(\partial K_{p q}\).
4. Approximation and evaluation: Now we have to evaluate or approximate the quantity \(a u_{\mathbf{n}_{q q}}\) along the boundary of the cell \(K_{p q}\).

On \(\partial K_{p q} \cap \partial K_{p+1, q}\) ("East", the right vertical edge), for example, it can be approximated as
\[
\begin{equation*}
a u_{\mathbf{n}_{p q}}(\mathbf{x}) \approx a_{p+1 / 2, q} \frac{u_{p+1, q}-u_{p, q}}{h_{x}}, \mathbf{x} \in \partial K_{p q} \cap \partial K_{p+1, q}, \tag{5.70}
\end{equation*}
\]
where the approximation is second-order accurate.
Thus
\[
\begin{equation*}
\text { (E) } \int_{K_{p q} \cap \partial K_{p+1, q}} a u_{\mathbf{n}_{p q}}(\mathbf{x}) d s \approx \frac{h_{y}}{h_{x}} a_{p+1 / 2, q}\left(u_{p+1, q}-u_{p, q}\right) \text {. } \tag{5.71}
\end{equation*}
\]

The same can be applied for other edges. That is,
\[
\begin{align*}
& \text { (W) } \int_{K_{p q} \cap \partial K_{p-1, q}} a u_{\mathbf{n}_{p q}}(\mathbf{x}) d s \approx \frac{h_{y}}{h_{x}} a_{p-1 / 2, q}\left(u_{p-1, q}-u_{p, q}\right) \\
& \text { (N) } \int_{K_{p q} \cap \partial K_{p, q+1}} a u_{\mathbf{n}_{p q}}(\mathbf{x}) d s \approx \frac{h_{x}}{h_{y}} a_{p, q+1 / 2}\left(u_{p, q+1}-u_{p, q}\right)  \tag{5.72}\\
& \text { (S) } \int_{K_{p q} \cap \partial K_{p, q-1}} a u_{\mathbf{n}_{p q}}(\mathbf{x}) d s \approx \frac{h_{x}}{h_{y}} a_{p, q-1 / 2}\left(u_{p, q-1}-u_{p, q}\right)
\end{align*}
\]

The right-hand side term: The right-hand side term of (5.69) can be integrated by the mass-lumping technique to become \(h_{x} h_{y} f_{p q}\). That is,
\[
\begin{equation*}
\int_{K_{p q}} f d \mathbf{x} \approx h_{x} h_{y} f_{p q} \tag{5.73}
\end{equation*}
\]

For (5.69), combine (5.71), (5.72), and (5.73) and divide the resulting equation by \(h_{x} h_{y}\) to have
\[
\begin{align*}
- & {\left[\frac{1}{h_{x}^{2}} a_{p+1 / 2, q}\left(u_{p+1, q}-u_{p, q}\right)+\frac{1}{h_{x}^{2}} a_{p-1 / 2, q}\left(u_{p-1, q}-u_{p, q}\right)\right.} \\
& \left.+\frac{1}{h_{y}^{2}} a_{p, q+1 / 2}\left(u_{p, q+1}-u_{p, q}\right)+\frac{1}{h_{y}^{2}} a_{p, q-1 / 2}\left(u_{p, q-1}-u_{p, q}\right)\right] \\
& =\frac{-a_{p-1 / 2, q} u_{p-1, q}+\left(a_{p-1 / 2, q}+a_{p+1 / 2, q}\right) u_{p, q}-a_{p+1 / 2, q} u_{p+1, q}}{h_{x}^{2}}  \tag{5.74}\\
& \frac{-a_{p, q-1 / 2} u_{p, q-1}+\left(a_{p, q-1 / 2}+a_{p, q+1 / 2}\right) u_{p, q}-a_{p, q+1 / 2} u_{p, q+1}}{h_{y}^{2}} \\
= & f_{p q}
\end{align*}
\]
which is the same as the finite difference equation for interior nodal points. Convection term: When a convection term \(\mathbf{b} \cdot \nabla u\) appears in the differential equation, the same idea can be applied. For example, since \(\mathbf{b} \cdot \nabla u=b_{1} u_{x}+b_{2} u_{y}\) in 2D,
\[
\begin{align*}
\int_{\Omega} \mathbf{b} \cdot \nabla u \phi_{p q} d \mathbf{x} & =\int_{K_{p q}}\left(b_{1} u_{x}+b_{2} u_{y}\right) d \mathbf{x}  \tag{5.75}\\
& \approx h_{x} h_{y}\left(b_{1, p q} \frac{u_{p+1, q}-u_{p-1, q}}{2 h_{x}}+b_{2, p q} \frac{u_{p, q+1}-u_{p, q-1}}{2 h_{y}}\right)
\end{align*}
\]
which is again the same as the FD method.

\section*{Remarks:}
- The idea used in the above is the basis for the finite volume method defined on control volumes (CVs).
- Here we have put the nodal points at the center of the rectangular cells and used the cells for the CVs. Thus the method is sometimes called the cell-centered finite difference method.
- At interior points, the algebraic equations obtained from the FV method are equivalent to those of the second-order FD method (on rectangular meshes) or the linear FE method (on triangular meshes).
- Boundary conditions must be treated accurately. See Homework 5.3.
- When the nodal points are set on the corners of the cells, the CV should be determined such that it contains the nodal point in an appropriate way; the CVs are nonoverlapping and their union becomes the whole domain.

\subsection*{5.7. Average of The Diffusion Coefficient}

\section*{Remarks}
- The conormal flux \(a u_{\mathrm{n}}\) on a interface denotes the mass or energy movement through the interface.
- Thus it must be continuous (mass/energy conservation), on the interfaces of finite elements or control volumes. That is,
\[
\begin{equation*}
a u_{\mathbf{n}_{p q}}(\mathbf{x})=-a u_{\mathbf{n}_{p+1, q}}(\mathbf{x}), \quad \mathbf{x} \in \partial K_{p q} \cap \partial K_{p+1, q} \tag{5.76}
\end{equation*}
\]
- Such a physical consideration gives a way of approximating the diffusion coefficient \(a\) to get a more physical (and therefor more accurate) numerical solution.

\section*{Approximation of the diffusion coefficient}
- Let \(a\) be locally constant, i.e., constant on each cell.
- Then conormal flux in (5.69) on \(\partial K_{p q} \cap \partial K_{p+1, q}\) can be approximated as
\[
\begin{equation*}
a u_{\mathbf{n}_{p q}}(\mathbf{x}) \approx a_{p q} \frac{u_{e}-u_{p q}}{h_{x} / 2}, \quad \mathbf{x} \in \partial K_{p q} \cap \partial K_{p+1, q} \tag{5.77}
\end{equation*}
\]
where \(u_{e}\) is introduced to represent the solution on the interface \(\partial K_{p q} \cap\) \(\partial K_{p+1, q}\).
- From the other side of the interface, we have
\[
\begin{equation*}
a u_{\mathbf{n}_{p+1, q}}(\mathbf{x}) \approx a_{p+1, q} \frac{u_{e}-u_{p+1, q}}{h_{x} / 2}, \mathbf{x} \in \partial K_{p q} \cap \partial K_{p+1, q} . \tag{5.78}
\end{equation*}
\]
- Here the goal is to find \(\widetilde{a}\) such that
\[
\begin{equation*}
a_{p q} \frac{u_{e}-u_{p q}}{h_{x} / 2}=a_{p+1, q} \frac{u_{p+1, q}-u_{e}}{h_{x} / 2}=\widetilde{a} \frac{u_{p+1, q}-u_{p q}}{h_{x}} . \tag{5.79}
\end{equation*}
\]
- It can be solved as
\[
\begin{equation*}
\widetilde{a}=\left[\frac{1}{2}\left(\frac{1}{a_{p q}}+\frac{1}{a_{p+1, q}}\right)\right]^{-1}, \tag{5.80}
\end{equation*}
\]
which is the harmonic average of \(a_{p q}\) and \(a_{p+1, q}\).

\subsection*{5.8. Abstract Variational Problem}

Let \(V\) be a normed space and consider the following abstract variational problem:

Find \(u \in V\) such that
\[
\begin{equation*}
a(u, v)=f(v), \quad \forall v \in V, \tag{5.81}
\end{equation*}
\]
where \(a(\cdot, \cdot): V \times V \rightarrow \mathbb{R}\) is a continuous bilinear form and \(f: V \rightarrow \mathbb{R}\) is a continuous linear form.

Theorem 5.11. (Lax-Milgram Lemma) Suppose that \(V\) is a Hilbert space with norm \(\|\cdot\|\). Let \(a(\cdot, \cdot): V \times V \rightarrow \mathbb{R}\) is a continuous \(V\)-elliptic bilinear form in the sense that
\[
\begin{equation*}
\exists \alpha \text { s.t. } \alpha\|v\|^{2} \leq a(v, v), \quad \forall v \in V \text {, } \tag{5.82}
\end{equation*}
\]
and \(f: V \rightarrow \mathbb{R}\), a continuous linear form. Then, the abstract variational problem (5.81) has one and only one solution.

\section*{Existence and uniqueness of the solution: Consider the Laplace} equation
\[
\begin{array}{ll}
-\Delta u=f & \mathrm{x} \in \Omega  \tag{5.83}\\
u=0 & \mathrm{x} \in \Gamma=\partial \Omega
\end{array}
\]

Then, using the Green's formula, its variational problem is formulated as follows:

Find \(u \in V=H_{0}^{1}(\Omega)\) such that
\[
\begin{equation*}
a(u, v) \equiv(\nabla u, \nabla v)=(f, v) \equiv f(v), \quad \forall v \in V . \tag{5.84}
\end{equation*}
\]

Here the Hilbert space
\[
H_{0}^{1}(\Omega)=\left\{v: v \nabla v \text { are square-integrable and }\left.v\right|_{\Gamma}=0\right\}
\]
equipped with the norm \(\|\cdot\|_{1}\) defined as
\[
\|v\|_{1}^{2}=\|v\|_{0}^{2}+\|\nabla v\|_{0}^{2}
\]

Theorem 5.12. The variational problem (5.84) has a unique solution.
Proof. Application of the Cauchy-Schwarz inequality shows that
\[
|(\nabla u, \nabla v)| \leq\|\nabla u\|_{0} \cdot\|\nabla v\|_{0} \leq\|\nabla u\|_{1} \cdot\|\nabla v\|_{1},
\]
which implies that \(a(\cdot, \cdot)\) is continuous on \(H_{0}^{1}(\Omega) \times H_{0}^{1}(\Omega)\).
Using the Poincaré inequality,
\[
\begin{equation*}
\int_{\Omega} u^{2} d \mathbf{x} \leq C \int_{\Omega}|\nabla u|^{2} d \mathbf{x}, \quad \forall v \in H_{0}^{1}(\Omega) \tag{5.85}
\end{equation*}
\]
or
\[
\|v\|_{0}^{2} \leq C\|\nabla v\|_{0}^{2}=C a(v, v),
\]
we obtain
\[
\|v\|_{0}^{2}+\|\nabla v\|_{0}^{2} \leq(1+C)\|\nabla v\|_{0}^{2}=(1+C) a(v, v) .
\]

That is,
\[
\begin{equation*}
\frac{1}{1+C}\|v\|_{1}^{2} \leq a(v, v) \tag{5.86}
\end{equation*}
\]
which shows that \(a(\cdot, \cdot)\) is \(V\)-elliptic. Hence, by the Lax-Milgram lemma, the variational problem has a unique solution.

The \(V\)-ellipticity is sometimes said to be coercive.

\subsection*{5.9. Numerical Examples with Python}

A Python code is implemented for solving
\[
\begin{array}{cl}
-u_{x x}=f, & x \in(0,1)  \tag{5.87}\\
u=g, & x=0,1
\end{array}
\]
using high-order Galerkin FE methods.
The exact solution is chosen as
\[
\begin{equation*}
u(x)=\sin (\pi x) \tag{5.88}
\end{equation*}
\]
so that the right-hand side becomes
\[
f(x, y)=\pi^{2} \sin (\pi x)
\]

For various number of grid points \(n_{x}\) and the order of basis functions \(k\), the maximum errors are found as in the table.

Table 5.1: The maximum error \(\left\|u-u_{h}\right\|_{\infty}\).
\begin{tabular}{c||llll}
\hline \multirow{2}{*}{\(n_{x}\)} & \multicolumn{4}{c}{\(k\)} \\
\cline { 2 - 5 }\(n_{x}\) & \multicolumn{1}{|c}{1} & \multicolumn{1}{c}{2} & \multicolumn{1}{c}{3} & \multicolumn{1}{c}{4} \\
\hline \hline 2 & 0.234 & 0.00739 & 0.000428 & \(1.67 \mathrm{e}-05\) \\
4 & \(0.053(2.14)\) & \(0.000562(3.72)\) & \(1.45 \mathrm{e}-05(4.88)\) & \(3.37 \mathrm{e}-07(5.63)\) \\
8 & \(0.013(2.03)\) & \(3.67 \mathrm{e}-05(3.94)\) & \(4.61 \mathrm{e}-07(4.98)\) & \(5.58 \mathrm{e}-09(5.92)\) \\
16 & \(0.00322(2.01)\) & \(2.31 \mathrm{e}-06(3.99)\) & \(1.45 \mathrm{e}-08(4.99)\) & \(8.84 \mathrm{e}-11(5.98)\) \\
\hline
\end{tabular}

The numbers in parentheses denote convergence rates. Note that superconvergence is observed for \(k \geq 2\).

The following shows the main routine FEM_1D_High_Order.py, the user parameter file USER_PARS. Py, and the core functions for the construction of the stiffness matrix.
```


## FEM_1D_High_Order.py

\#\#-- read USER_PARS and util ---------
from USER_PARS import *
from util_FEM_1D import *
level = 2
print_USER_PARS(level)
from fem_1d import *
\#---------------------------------------
A = stiffness_mtx(level)
b = get_rhs(level)
dirichlet_BC(A)
ALU = mtx_banded_lu(A,level)
mtx_banded_lusol(ALU,b)
U = exact_sol(level)
print "L8-error = %.3g" %(max_difference(U,b))

## USER_PARS.py

\#\#------------------------
ax,bx = 0.,1.0;
nx = 20
poly_order = 3

## fem_1d.py

\#\#-----------------------
def stiffness_mtx(level=0):
A = np.ndarray((row,col),float)
init_array(A)
for e in range (nx):

```
```

g0,g1 = e*kpoly,(e+1)*kpoly
xl,xr = XG[e],XG[e+1]
E = element_stiffness(xl,xr,kpoly)
for i in range(kpoly+1):
for j in range(kpoly+1):
A[g0+i][kpoly+j-i] += E[i][j]
return A
def element_stiffness(xl,xr,kpoly):
m = kpoly+1
E = np.ndarray((m,m),float)
init_array(E)
XL,WT = local_points_weights(xl,xr,kpoly)
XT = get_XT(XL)
for i in range(m):
for j in range(m):
for l in range(m):
dphi_i_xl=eval_dphi(i,kpoly,XL[i],XL[l],XT)
dphi_j_xl=eval_dphi(j,kpoly, XL[j],XL[l],XT)
E[i][j]+=(dphi_i__xl*dphi_j_xl*WT[l])
return E

```

\subsection*{5.10. Homework}
1. Consider the model problem (5.1). Verify that the algebraic system from the linear Galerkin method is equivalent to that of finite difference method when the mesh is uniform, i.e.,
\[
h=h_{i}, \quad i=1, \cdots, M+1,
\]
2. Prove (5.32) and (5.33). Hint: In each subinterval \(I_{j}=\left[x_{j-1}, x_{j}\right]\), the difference between \(u\) and its linear interpolant can be expressed as follows: for \(x \in I_{j}\),
\[
u(x)-\pi_{h} u(x)=\frac{u^{\prime \prime}\left(\xi_{j}\right)}{2!}\left(x-x_{j-1}\right)\left(x-x_{j}\right), \quad \text { for some } \xi_{j} \in I_{j}
\]
(See (1.9)on p.7.)
3. Let \(\Omega=(0,1)^{2}\) and \(\Gamma=\partial \Omega\) and consider
\[
\begin{array}{cl}
-\nabla \cdot(a(\mathbf{x}) \nabla u)=f, & \mathbf{x} \in \Omega \\
u=g_{D}, & \mathbf{x} \in \Gamma_{D}  \tag{5.89}\\
a u_{\mathbf{n}}=g_{N}, & \mathbf{x} \in \Gamma_{N}
\end{array}
\]
where \(\Gamma=\Gamma_{D} \cup \Gamma_{N}\) and \(\Gamma_{D}\) and \(\Gamma_{N}\) are distinct nonempty boundary portions corresponding to the Dirichlet and Neumann boundary conditions, respectively. Consider a FV method on a rectangular cells with cellcentered nodal points, as considered in Section 5.6. Design to suggest numerical methods for an effective treatment for each of the boundary conditions. (You may assume \(g_{D}=g_{N} \equiv 0\), if you want.)
4. Consider the following 1D elliptic problem of general form
\[
\begin{align*}
& -\left(\left(1+x^{2}\right) u_{x}\right)_{x}+5 u_{x}=f, \quad x \in(0,1)  \tag{5.90}\\
& u_{x}(0)=g_{N}, u(1)=g_{D}
\end{align*}
\]

Choose the exact solution as in (5.88):
\[
u(x)=\sin (\pi x)
\]
and correspondingly the right side \(f\) and the boundary data, \(g_{N}\) and \(g_{D}\).
(a) Formulate the Galerkin method for (5.90).
(b) Modify the Python code in \(\S 5.9\) to solve the above problem.
(c) Carry out an error analysis as in Table 5.1.
5. Assume that \(v(x) \in C^{1}[a, b]\) and \(v(a)=0\). Prove that the one-dimensional Poincaré inequality
\[
\begin{equation*}
\|v\|_{0} \leq \frac{b-a}{\sqrt{2}}\left\|v^{\prime}\right\|_{0} . \tag{5.91}
\end{equation*}
\]

Hint: You may begin with
\[
v(x)=v(a)+\int_{a}^{x} v^{\prime}(t) d t=\int_{a}^{x} v^{\prime}(t) d t
\]

Thus, by the Cauchy-Schwarz inequality
\[
\begin{align*}
|v(x)| & \leq \int_{a}^{x}\left|v^{\prime}\right| d t \leq\left(\int_{a}^{x} d t\right)^{1 / 2}\left(\int_{a}^{x}\left(v^{\prime}\right)^{2} d t\right)^{1 / 2}  \tag{5.92}\\
& \leq \sqrt{x-a}\left\|v^{\prime}\right\|_{0}
\end{align*}
\]

Now, square the inequality and then integrate over the interval.
6. (Optional) Use the arguments in the proof of Homework 5.5 to prove the Poincaré inequality (5.85) when \(\Omega=(0,1)^{2}\) :
\[
\begin{equation*}
\int_{\Omega} u^{2} d \mathbf{x} \leq C \int_{\Omega}|\nabla u|^{2} d \mathbf{x}, \quad \forall v \in H_{0}^{1}(\Omega) \tag{5.93}
\end{equation*}
\]
for some \(C>0\). Try to determine the constant \(C\) as small as possible. (Note that \(\int_{\Omega} f(\mathbf{x}) d \mathbf{x}=\int_{0}^{1} \int_{0}^{1} f(x, y) d x d y=\int_{0}^{1} \int_{0}^{1} f(x, y) d y d x\).)

\section*{Chapter 6}

\section*{FD Methods for Hyperbolic Equations}

This chapter considers finite difference methods for hyperbolic PDEs. We begin with numerical methods for the linear scalar wave equation. Then, numerical methods for conservation laws are treated along with nonlinear stability. A Python code is included for the Lax-Wendroff scheme to solve the one-way wave equation.

\subsection*{6.1. Introduction}

Consider the initial value problem
\[
\begin{align*}
& \mathbf{u}_{t}+A \mathbf{u}_{x}=0  \tag{6.1}\\
& \left.\mathbf{u}\right|_{t=0}=\mathbf{u}_{0}(x)
\end{align*}
\]
where \(A=\left[a_{i j}\right] \in \mathbb{R}^{m \times m}\) and \(\mathbf{u}\) is a vector function of \(m\) components, \(m \geq 1\).
- The problem (6.1) is well-posed if and only if all eigenvalues of \(A\) are real and there is a complete set of eigenvectors [27].
- Such a system is called (strongly) hyperbolic.
- We will restrict our discussions to such hyperbolic problems.

Let \(\left\{\phi_{1}, \cdots, \phi_{m}\right\}\) be the complete set of eigenvectors corresponding to the eigenvalues \(\left\{\lambda_{1}, \cdots, \lambda_{m}\right\}\). Define a matrix
\[
S=\left[\phi_{1}, \cdots, \phi_{m}\right], \quad \Gamma=\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{m}\right) .
\]

Then, from linear algebra theory, we obtain
\[
\begin{equation*}
A=S \Gamma S^{-1} \tag{6.2}
\end{equation*}
\]

Apply \(S^{-1}\) to (6.1) to have
\[
\begin{align*}
& S^{-1} \mathbf{u}_{t}+\Gamma S^{-1} \mathbf{u}_{x}=0 \\
& \left.S^{-1} \mathbf{u}\right|_{t=0}=S^{-1} \mathbf{u}_{0}(x) \tag{6.3}
\end{align*}
\]

Let \(\widetilde{\mathbf{u}}=S^{-1} \mathbf{u}\). Then, (6.3) is reduced to the following \(m\) scalar equations
\[
\begin{align*}
& \widetilde{u}_{i, t}+\lambda_{i} \widetilde{u}_{i, x}=0, \quad i=1, \cdots, m, \\
& \left.\widetilde{u}_{i}\right|_{t=0}=\widetilde{u}_{i, 0}(x) \tag{6.4}
\end{align*}
\]

Hence the chapter begins with discussions focusing on the scalar equation:
\[
\begin{array}{ll}
u_{t}+a u_{x}=0, & (x, t) \in \Omega \times J, \\
u(x, 0)=u_{0}(x), & x \in \Omega, \quad t=0, \tag{6.5}
\end{array}
\]
where \(\Omega=\left(a_{x}, b_{x}\right) \subset \mathbb{R}\) and \(J=(0, T], T>0\), the time interval. Here the boundary condition is ignored for simplicity. (Or, we may assume \(\Omega=\mathbb{R}\).)

When \(a\) is a constant, (6.5) has the exact solution
\[
\begin{equation*}
u(x, t)=u_{0}(x-a t) . \tag{6.6}
\end{equation*}
\]

\subsection*{6.2. Basic Difference Schemes}

We begin with our discussion of finite difference (FD) schemes for (6.5) by defining grid points in the \((x, t)\) plane.

Let \(\Delta x\) and \(\Delta t\) be the spatial and temporal grid sizes, respectively; then the grid will be the points
\[
\left(x_{m}, t^{n}\right)=(m \Delta x, n \Delta t)
\]
for integers \(m\) and \(n \geq 0\). For a function \(v\) defined either on the grid or for continuously varying \((x, t)\), we write \(v_{m}^{n}\) for the value of \(v\) at \(\left(x_{m}, t^{n}\right)\), i.e.,
\[
v_{m}^{n}=v\left(x_{m}, t^{n}\right) .
\]

Let
\[
\mathcal{S}^{n}:=\Omega \times\left(t^{n-1}, t^{n}\right]
\]
be the \(n\)th space-time slice. Suppose that the computation has been performed for \(u^{j}=\left\{u_{m}^{j}\right\}, 0 \leq j \leq n-1\). Then, the task is to compute \(u^{n}\) by integrating the equation on the space-time slice \(\mathcal{S}^{n}\), utilizing FD schemes.

The following presents examples of the forward-time (explicit) schemes for (6.5):
(a) \(\frac{v_{m}^{n}-v_{m}^{n-1}}{\Delta t}+a \frac{v_{m}^{n-1}-v_{m-1}^{n-1}}{\Delta x}=0\),
(b) \(\frac{v_{m}^{n}-v_{m}^{n-1}}{\Delta t}+a \frac{v_{m+1}^{n-1}-v_{m}^{n-1}}{\Delta x}=0\),
(c) \(\frac{v_{m}^{n}-v_{m}^{n-1}}{\Delta t}+a \frac{v_{m+1}^{n-1}-v_{m-1}^{n-1}}{2 \Delta x}=0\),
(d) \(\frac{v_{m}^{n}-v_{m}^{n-2}}{2 \Delta t}+a \frac{v_{m+1}^{n-1}-v_{m-1}^{n-1}}{2 \Delta x}=0, \quad\) (leapfrog)
(e) \(\frac{v_{m}^{n}-\frac{v_{m+1}^{n-1}+v_{m-1}^{n-1}}{2}}{\Delta t}+a \frac{v_{m+1}^{n-1}-v_{m-1}^{n-1}}{2 \Delta x}=0\). (Lax-Friedrichs)

These explicit schemes shall be exemplified in describing properties of numerical methods.

\subsection*{6.2.1. Consistency}

The bottom line for accurate numerical methods is that the discretization becomes exact as the grid spacing tends to zero, which is the basis of consistency. Recall the definition of consistency.
Definition 6.1. Given a \(P D E P u=f\) and a FD scheme \(P_{\Delta x, \Delta t} u=f\), the FD scheme is said to be consistent with the PDE if for every smooth function \(\phi(x, t)\)
\[
P \phi-P_{\Delta x, \Delta t} \phi \rightarrow 0 \quad \text { as } \quad(\Delta x, \Delta t) \rightarrow 0
\]
with the convergence being pointwise at each grid point.
Not all numerical methods based on Taylor series expansions are consistent.

Example 6.2. The forward-time forward-space scheme is consistent.
Proof. For the one-way wave equation (6.5),
\[
P \phi \equiv\left(\frac{\partial}{\partial t}+a \frac{\partial}{\partial x}\right) \phi=\phi_{t}+a \phi_{x} .
\]

For the forward-time forward-space scheme (6.7b),
\[
P_{\Delta x, \Delta t} \phi=\frac{\phi_{m}^{n}-\phi_{m}^{n-1}}{\Delta t}+a \frac{\phi_{m+1}^{n-1}-\phi_{m}^{n-1}}{\Delta x} .
\]

To find the truncation error of the numerical scheme, we begin with the Taylor series in \(x\) and \(t\) about \(\left(x_{m}, t^{n}\right)\) :
\[
\begin{aligned}
& \phi_{m}^{n}=\phi_{m}^{n-1}+\Delta t \phi_{t}\left(x_{m}, t^{n-1}\right)+\frac{\Delta t^{2}}{2} \phi_{t t}\left(x_{m}, t^{n-1}\right)+\mathcal{O}\left(\Delta t^{3}\right), \\
& \phi_{m+1}^{n-1}=\phi_{m}^{n-1}+\Delta x \phi_{x}\left(x_{m}, t^{n-1}\right)+\frac{\Delta x^{2}}{2} \phi_{x x}\left(x_{m}, t^{n-1}\right)+\mathcal{O}\left(\Delta x^{3}\right) .
\end{aligned}
\]

With some algebra, one can obtain
\[
P_{\Delta x, \Delta t} \phi=\phi_{t}+a \phi_{x}+\frac{\Delta t}{2} \phi_{t t}+a \frac{\Delta x}{2} \phi_{x x}+\mathcal{O}\left(\Delta x^{2}+\Delta t^{2}\right) .
\]

Thus, as \((\Delta x, \Delta t) \rightarrow 0\),
\[
P \phi-P_{\Delta x, \Delta t} \phi=-\frac{\Delta t}{2} \phi_{t t}-a \frac{\Delta x}{2} \phi_{x x}+\mathcal{O}\left(\Delta x^{2}+\Delta t^{2}\right) \rightarrow 0
\]

Therefore, the scheme is consistent.

\subsection*{6.2.2. Convergence}

A numerical method is said to be convergent if the solution of the FD scheme tends to the exact solution of the PDE as the grid spacing tends to zero. We redefine convergence in a formal way as follows:
Definition 6.3. A FD scheme approximating a PDE is said to be convergent if
\[
u(x, t)-u_{m}^{n} \rightarrow 0 \quad \text { as } \quad\left(x_{m}, t^{n}\right) \rightarrow(x, t) \text { as }(\Delta x, \Delta t) \rightarrow 0,
\]
where \(u(x, t)\) is the exact solution of PDE and \(u_{m}^{n}\) denotes the the solution of the FD scheme.

Consistency implies that the truncation error
\[
\left(P u-P_{\Delta x, \Delta t} u\right) \rightarrow 0
\]
as \(\Delta x\) and \(\Delta t\) approach zero. So consistency is certainly necessary for convergence. But as the following example shows, a numerical scheme may be consistent but not convergent.


Figure 6.1: The characteristic curve passing the origin of the \(x t\)-plane.
Example 6.4. The forward-time forward-space scheme for (6.5) is not convergent, when \(a>0\).
Proof. The scheme (6.7b) is consistent from Example 6.2. The problem (6.5) has the exact solution
\[
u(x, t)=u_{0}(x-a t),
\]
a shift of \(u_{0}\) by at. The lines having the slope \(1 / a\) in the \(x t\)-plane become characteristics of the problem; when \(a>0\), the characteristic curve passing the origin is shown in Figure 6.1.

On the other hand, the scheme (6.7b) can be rewritten as
\[
\begin{equation*}
v_{m}^{n}=v_{m}^{n-1}-a \lambda\left(v_{m+1}^{n-1}-v_{m}^{n-1}\right)=(1+a \lambda) v_{m}^{n-1}-a \lambda v_{m+1}^{n-1}, \tag{6.8}
\end{equation*}
\]
where \(\lambda=\Delta t / \Delta x\). Let the initial data be given
\[
u_{0}(x)= \begin{cases}1, & \text { if } x \leq 0 \\ 0, & \text { else }\end{cases}
\]

Since it is natural for the scheme to take the initial data
\[
v_{m}^{0}= \begin{cases}1, & \text { if } x_{m} \leq 0 \\ 0, & \text { else }\end{cases}
\]
it follows from (6.8) that
\[
v_{m}^{n} \equiv 0 \quad \forall m>0, \quad n \geq 0
\]


Figure 6.2: The forward-time forward-space scheme for \(u_{t}+a u_{x}=0, a>0\).
See Figure 6.2. The above holds for any choices of \(\Delta x\) and \(\Delta t\). Therefore, \(v_{m}^{n}\) cannot converge to the exact solution \(u(x, t)\) in (6.6).

Showing that a given consistent scheme is convergent is not easy in general, if attempted in a direct manner as in Homework 6.1. However, there is a related concept, stability, that is easier to check.

\subsection*{6.2.3. Stability}

Example 6.4 shows that consistency is not enough for a numerical method to guarantee convergence of its solution to the exact solution. In order for a consistent numerical scheme to be convergent, the required property is stability.

Recall the \(L^{2}\)-norm of grid function \(v\) :
\[
\|v\|_{\Delta x}=\left(\Delta x \sum_{m=-\infty}^{\infty}\left|v_{m}\right|^{2}\right)^{1 / 2} .
\]

Definition 6.5. A FD scheme \(P_{\Delta x, \Delta t} v=0\) for a homogeneous \(P D E P u=0\) is stable if for any positive \(T\), there is a constant \(C_{T}\) such that
\[
\begin{equation*}
\left\|v^{n}\right\|_{\Delta x} \leq C_{T} \sum_{j=0}^{J}\left\|v^{j}\right\|_{\Delta x} \tag{6.9}
\end{equation*}
\]
for \(0 \leq t^{n} \leq T\) and for \(\Delta x\) and \(\Delta t\) sufficiently small. Here \(J\) is chosen to incorporate the data initialized on the first \(J+1\) levels.

Example 6.6. The schemes (6.7a) and (6.7b) can be written of the form
\[
v_{m}^{n}=\alpha v_{m}^{n-1}+\beta v_{m \mp 1}^{n-1} .
\]

Then they are stable if \(|\alpha|+|\beta| \leq 1\).
Proof. Indeed, for the scheme (6.7a),
\[
\begin{aligned}
\sum_{m=-\infty}^{\infty}\left|v_{m}^{n}\right|^{2} & =\sum_{m=-\infty}^{\infty}\left|\alpha v_{m}^{n-1}+\beta v_{m-1}^{n-1}\right|^{2} \\
& \leq \sum_{m=-\infty}^{\infty}\left|\alpha v_{m}^{n-1}\right|^{2}+2\left|\alpha \beta v_{m}^{n-1} v_{m-1}^{n-1}\right|+\left|\beta v_{m-1}^{n-1}\right|^{2} \\
& \leq \sum_{m=-\infty}^{\infty}|\alpha|^{2}\left|v_{m}^{n-1}\right|^{2}+|\alpha||\beta|\left(\left|v_{m}^{n-1}\right|^{2}+\left|v_{m-1}^{n-1}\right|^{2}\right)+|\beta|^{2}\left|v_{m-1}^{n-1}\right|^{2} \\
& =\sum_{m=-\infty}^{\infty}(|\alpha|+|\beta|)^{2}\left|v_{m}^{n-1}\right|^{2}
\end{aligned}
\]

Thus the scheme is stable if \(|\alpha|+|\beta|=|1-a \lambda|+|a \lambda| \leq 1\), where \(\lambda=\Delta t / \Delta x\). Therefore, a sufficient condition for stability of (6.7a) is \(0 \leq a \lambda \leq 1\). The analysis is similar for (6.7b); it is stable if \(-1 \leq a \lambda \leq 0\).

The stability inequality (6.9) can be easily satisfied when
\[
\begin{equation*}
\left\|v^{n}\right\|_{\Delta x} \leq(1+C \Delta t)\left\|v^{n-1}\right\|_{\Delta x} \tag{6.10}
\end{equation*}
\]
for some \(C \geq 0\) independent on \(\Delta t\).

Theorem 6.7. (Lax-Richtmyer Equivalence Theorem). Given a wellposed linear initial value problem and its FD approximation that satisfies the consistency condition, stability is the necessary and sufficient condition for convergence.

The above theorem is very useful and important. Providing convergence is difficult for most problems. However, the determination of consistency of a scheme is quite easy as shown in \(\S 6.2 .1\), and determining stability is also easier than showing convergence. Here we introduce the von Neumann analysis of stability of FD schemes, which allows one to analyze stability much simpler than a direct verification of (6.9).

\section*{The von Neumann analysis}

A simple procedure of the von Neumann analysis reads
- Replace \(v_{m}^{n}\) by \(g^{n} e^{i m y}\) for each value of \(m\) and \(n\).
- Find conditions on coefficients and grid spacings which would satisfy \(|g| \leq\) \(1+C \Delta t\), for some \(C \geq 0\).

\section*{The Courant-Friedrichs-Lewy (CFL) condition}

The von Neumann analysis is not easy to utilize for rather general problems, in particular, for nonlinear problems. In computational fluid dynamics (CFD), a more popular concept is the so-called CFL condition.

Theorem 6.8. Given an explicit scheme for \(u_{t}+a u_{x}=0\) of the form
\[
v_{m}^{n}=\alpha v_{m-1}^{n-1}+\beta v_{m}^{n-1}+\gamma v_{m+1}^{n-1}
\]
with \(\lambda=\Delta t / \Delta x\) held constant, a necessary condition for stability is the Courant-Friedrichs-Lewy (CFL) condition
\[
|a \lambda| \leq 1
\]

Proof. Let \(\Delta t=1 / n\), for some \(n \geq 1\). Then the physical domain of dependence for the exact solution at the point \((x, t)=(0,1)\) must be \(( \pm a, 0)\), i.e.,
\[
u(0,1)=u_{0}( \pm a)
\]

On the other hand, it follows from the FD scheme that the numerical solution \(v_{0}^{n}\) depends on \(v_{m}^{0},|m| \leq n\). Since
\[
m \Delta x=m \Delta t / \lambda \leq n \Delta t / \lambda=1 / \lambda
\]
we can see that the numerical solution at \((0,1), v_{0}^{n}\), depends on \(x\) for \(|x| \leq 1 / \lambda\).
Suppose \(|a \lambda|>1\). Then we have \(|a|>1 / \lambda\). So \(v_{0}^{n}\) depends on \(x\) for
\[
|x| \leq 1 / \lambda<|a| .
\]

Thus \(v_{0}^{n}\) cannot converge to the exact value \(u(0,1)=u_{0}( \pm a)\) as \(\Delta x \rightarrow 0\) with \(\lambda=\Delta t / \Delta x\) keeping constant. This proves the theorem.

One can see from the above theorem and proof that stability requires the numerical domain of dependence contain the physical domain of dependence.
This physical observation is very useful for stability analysis for certain nonlinear problems [40].

\subsection*{6.2.4. Accuracy}

We define the order of accuracy for numerical schemes for PDEs.
Definition 6.9. (Order of accuracy). Let \(P_{\Delta x, \Delta t} u=R_{\Delta x, \Delta t} f\) be a numerical scheme for \(P u=f\). Assume that for every smooth function \(\phi\),
\[
P_{\Delta x, \Delta t} \phi=R_{\Delta x, \Delta t}(P \phi)+\mathcal{O}\left(\Delta x^{p}\right)+\mathcal{O}\left(\Delta t^{q}\right) .
\]

Then, the scheme is said to have the p-th order accuracy in space and the \(q\)-th order accuracy in time, and denoted by the "accuracy order \((p, q)\) in spacetime".

For example, the forward-time forward-space, forward-time central-space, and leapfrog schemes for (6.5) have the accuracy orders (1, 1), (2, 1), and (2,2) in space-time, respectively.

Crank-Nicolson (CN) scheme: Consider the one-way wave equation with a source term
\[
\begin{equation*}
u_{t}+a u_{x}=f \tag{6.11}
\end{equation*}
\]

The scheme is based on central differences about \(\left(x, t^{n-1 / 2}\right)\), where \(t^{n-1 / 2}=\) \(\left(t^{n-1}+t^{n}\right) / 2\). Since
\[
\begin{aligned}
u_{t}\left(x_{m}, t^{n-1 / 2}\right) & =\frac{u_{m}^{n}-u_{m}^{n-1}}{\Delta t}+\mathcal{O}\left(\Delta t^{2}\right) \\
u_{x}\left(x_{m}, t^{n-1 / 2}\right) & =\frac{u_{x}\left(x_{m}, t^{n}\right)+u_{x}\left(x_{m}, t^{n-1}\right)}{2}+\mathcal{O}\left(\Delta t^{2}\right) \\
& =\frac{1}{2}\left[\frac{u_{m+1}^{n}-u_{m-1}^{n}}{2 \Delta x}+\frac{u_{m+1}^{n-1}-u_{m-1}^{n-1}}{2 \Delta x}\right]+\mathcal{O}\left(\Delta x^{2}\right)+\mathcal{O}\left(\Delta t^{2}\right) \\
f\left(x_{m}, t^{n-1 / 2}\right) & =\frac{f_{m}^{n}+f_{m}^{n-1}}{2}+\mathcal{O}\left(\Delta t^{2}\right)
\end{aligned}
\]
we obtain the CN scheme
\[
\begin{equation*}
\frac{v_{m}^{n}-v_{m}^{n-1}}{\Delta t}+\frac{a}{2}\left[\frac{v_{m+1}^{n}-v_{m-1}^{n}}{2 \Delta x}+\frac{v_{m+1}^{n-1}-v_{m-1}^{n-1}}{2 \Delta x}\right]=\frac{f_{m}^{n}+f_{m}^{n-1}}{2}, \tag{6.12}
\end{equation*}
\]
where the truncation error is
\[
\mathcal{O}\left(\Delta x^{2}\right)+\mathcal{O}\left(\Delta t^{2}\right)
\]

Thus the CN scheme has the accuracy order (2,2).

It follows from the von Neumann analysis presented in §6.2.3 that the amplification factor for the CN scheme is
\[
g(\vartheta)=\frac{1-i \frac{a \lambda}{2} \sin \vartheta}{1+i \frac{a \lambda}{2} \sin \vartheta}, \quad \lambda=\frac{\Delta t}{\Delta x} .
\]

Thus its magnitude is identically one and therefore the CN scheme is stable for every choice of \(\Delta x\) and \(\Delta t\) (unconditional stability).
Note: The numerical solution of the CN method (6.12) may involve oscillations when the initial data is nonsmooth.

For a wide range of PDEs, the CN scheme is unconditionally stable and of a second-order accuracy in both space and time. These two advantageous properties have made the scheme quite popular.

\subsection*{6.3. Conservation Laws}

The conservation laws in one-dimensional (1D) space have the form
\[
\begin{equation*}
\frac{\partial}{\partial t} u(x, t)+\frac{\partial}{\partial x} f(u(x, t))=0 \tag{6.13}
\end{equation*}
\]

Here
\[
u: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}^{m}
\]
and \(f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}\) is called the flux function. For simplicity, we may consider the pure initial value problem, or Cauchy problem, in which (6.13) holds for \(-\infty<x<\infty\) and \(t \geq 0\). In this case we must specify initial conditions only
\[
\begin{equation*}
u(x, 0)=u_{0}(x), \quad-\infty<x<\infty \tag{6.14}
\end{equation*}
\]

We assume that the system (6.13) is hyperbolic. That is, the Jacobian matrix \(f^{\prime}(u)\) of the flux function is
- of real eigenvalues, and
- diagonalizable, i.e., there is a complete set of \(m\) linearly independent eigenvectors.

In 2D, a system of conservation laws can be written as
\[
\begin{equation*}
u_{t}+f(u)_{x}+g(u)_{y}=0 \tag{6.15}
\end{equation*}
\]
where
\[
u: \mathbb{R}^{2} \times \mathbb{R} \rightarrow \mathbb{R}^{m}, \quad f, g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}
\]

\subsection*{6.3.1. Euler equations of gas dynamics}

Consider "a tube" where properties of the gas such as density and velocity are assumed to be constant across each cross section of the tube. Let \(\rho(x, t)\) and \(v(x, t)\) be respectively the density and the velocity at point \(x\) and time \(t\). Then
\[
\text { mass in }\left[x_{1}, x_{2}\right] \text { at time } t=\int_{x_{1}}^{x_{2}} \rho(x, t) d x .
\]

Assume that the walls of the tube are impermeable and that mass is neither created nor destroyed. Then the mass in a section \(\left[x_{1}, x_{2}\right]\) can change only because of gas flowing across the end points \(x_{1}\) and \(x_{2}\). The rate of flow, or flux of gas at \((x, t)\) is given by
\[
\text { mass flux at }(x, t)=\rho(x, t) v(x, t) \text {. }
\]

Thus, the change rate of mass in \(\left[x_{1}, x_{2}\right]\) is
\[
\begin{equation*}
\frac{d}{d t} \int_{x_{1}}^{x_{2}} \rho(x, t) d x=\rho\left(x_{1}, t\right) v\left(x_{1}, t\right)-\rho\left(x_{2}, t\right) v\left(x_{2}, t\right), \tag{6.16}
\end{equation*}
\]
which is one integral form of conservation law.

Integrate (6.16) in time from \(t_{1}\) to \(t_{2}\) to have
\[
\begin{align*}
\int_{x_{1}}^{x_{2}} \rho\left(x, t_{2}\right) d x= & \int_{x_{1}}^{x_{2}} \rho\left(x, t_{1}\right) d x \\
& +\int_{t_{1}}^{t_{2}} \rho\left(x_{1}, t\right) v\left(x_{1}, t\right) d t-\int_{t_{1}}^{t_{2}} \rho\left(x_{2}, t\right) v\left(x_{2}, t\right) d t \tag{6.17}
\end{align*}
\]

This is another integral form of conservation law.

\section*{Geometric interpretation for (6.17):}

Derivation of differential form: Now, assume \(\rho\) and \(v\) are differentiable. Since
\[
\begin{gathered}
\rho\left(x, t_{2}\right)-\rho\left(x, t_{1}\right)=\int_{t_{1}}^{t_{2}} \frac{\partial}{\partial t} \rho(x, t) d t \\
\rho\left(x_{2}, t\right) v\left(x_{2}, t\right)-\rho\left(x_{1}, t\right) v\left(x_{1}, t\right)=\int_{x_{1}}^{x_{2}} \frac{\partial}{\partial x}(\rho(x, t) v(x, t)) d x
\end{gathered}
\]
the equation (6.17) reads
\[
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{x_{1}}^{x_{2}}\left[\frac{\partial}{\partial t} \rho(x, t)+\frac{\partial}{\partial x}(\rho(x, t) v(x, t))\right] d x d t=0 \tag{6.18}
\end{equation*}
\]

Since this must hold for any section \(\left[x_{1}, x_{2}\right]\) and for any time interval \(\left[t_{1}, t_{2}\right]\), the integrand in (6.18) must be identically zero, i.e.,
\[
\begin{equation*}
\rho_{t}+(\rho v)_{x}=0 . \quad \text { (conservation of mass) } \tag{6.19}
\end{equation*}
\]

\section*{Euler equations of gas dynamics:}
\[
\begin{array}{cl}
\hline \rho_{t}+(\rho v)_{x}=0, & \text { (conservation of mass) } \\
(\rho v)_{t}+\left(\rho v^{2}+p\right)_{x}=0, & \text { (conservation of momentum) }  \tag{6.20}\\
E_{t}+(v(E+p))_{x}=0 . & \text { (conservation of energy) } \\
\hline
\end{array}
\]

The rule of thumb (in the derivation of conservation laws) is that
- For any quantity \(z\) which is advected with the flow will have a contribution to the flux of the form \(z v\).
- Besides advection, there are forces on the fluid that cause acceleration due to Newton's laws. Since we assume there is no outside forces, the only force is due to variations in the fluid itself; it is proportional to the pressure gradient for momentum and proportional to the gradient of \(v p\) for energy.

The pressure variable can be replaced by additional equations of physics, called the state equations. For gases,
\[
\begin{array}{ll}
E=\frac{1}{2} \rho v^{2}+\rho e, & \\
\text { (total energy) } \\
p=R \rho T, & \\
e=c_{v} T, & \\
\text { (pressure: ideal gas law) } \\
h=e+p / \rho=c_{p} T, & \\
\text { (specific internal energy: polytropic gas) } \\
\gamma=c_{p} / c_{v}, & \\
R=c_{p}-c_{v} . & \\
\text { (ratio of specific heat) } \\
\text { (polytropic gas) }
\end{array}
\]

The polytropic gas is such that the internal energy is proportional to the temperature, so the coefficients \(c_{v}\) and \(c_{p}\) are constants, called respectively the specific heat at constant volume and the specific heat at constant pressure. (In general, "specific" means "per unit mass".)

The equation of state for a polytropic gas: Note that \(T=p /(R \rho)\) so that
\[
e=c_{v} T=\frac{c_{v}}{R} \frac{p}{\rho}=\frac{c_{v}}{c_{p}-c_{v}} \frac{p}{\rho}=\frac{1}{\gamma-1} \frac{p}{\rho} .
\]

Thus the equation of state for a polytropic gas is
\[
\begin{equation*}
E=\frac{p}{\gamma-1}+\frac{1}{2} \rho v^{2} . \tag{6.21}
\end{equation*}
\]

Isothermal flow: Assume the temperature is constant through the tube. Then, from the ideal gas law,
\[
p=R \rho T=a^{2} \rho,
\]
where \(a=\sqrt{R T}\) is the sound speed. Thus the isothermal equations read
\[
\left[\begin{array}{c}
\rho  \tag{6.22}\\
\rho v
\end{array}\right]_{t}+\left[\begin{array}{c}
\rho v \\
\rho v^{2}+a^{2} \rho
\end{array}\right]_{x}=0
\]

\subsection*{6.4. Shocks and Rarefaction}

\subsection*{6.4.1. Characteristics}

Consider the linear advection equation
\[
\begin{align*}
& u_{t}+a u_{x}=0 \\
& u(x, 0)=u_{0}(x) \tag{6.23}
\end{align*}
\]

The exact solution is simply
\[
u(x, t)=u_{0}(x-a t), \quad t \geq 0 .
\]

The solution is constant along each ray \(x-a t=x_{0}\). Such rays are known as the characteristics of the equation.

Note that the characteristics are curves in the \(x\) - \(t\) plane satisfying the ODE \(x^{\prime}(t)=a, x(0)=x_{0}\). Let us differentiate \(u(x, t)\) along one of these curves to find the change rate of the solution along the characteristics:
\[
\frac{d}{d t} u(x, t)=\frac{\partial}{\partial t} u(x, t)+\frac{\partial}{\partial x} u(x, t) x^{\prime}=u_{t}+a u_{x}=0
\]
which confirms that \(u\) is constant along the characteristics.
There is a fundamental property of linear hyperbolic equations: singularities propagate only along characteristics.

Nonsmooth data: We consider the so-called vanishing-viscosity approach. Let \(u^{\varepsilon}\) be the solution of
\[
\begin{equation*}
u_{t}+a u_{x}=\varepsilon u_{x x} . \tag{6.24}
\end{equation*}
\]

Then \(u^{\varepsilon}\) is smooth for \(t>0\) even if \(u_{0}\) is not smooth, because it is the solution of a parabolic equation.

Note that (6.24) simplifies if we make a change of variables to follow the characteristics:
\[
v^{\varepsilon}(x, t)=u^{\varepsilon}(x+a t, t)
\]

Then \(v^{\varepsilon}\) satisfies the heat equation
\[
v_{t}^{\varepsilon}(x, t)=\varepsilon v_{x x}^{\varepsilon}(x, t) .
\]

Thus, after solving the heat equation, we can compute \(u^{\varepsilon}(x, t)=v^{\varepsilon}(x-a t, t)\) explicitly. It is easy to verify that the vanishing-viscosity solution is equal to \(u_{0}(x-a t)\) :
\[
\lim _{\varepsilon \rightarrow 0} u^{\varepsilon}(x, t)=u(x, t)=u_{0}(x-a t) .
\]

\subsection*{6.4.2. Weak solutions}

A natural way to define a generalized solution of the inviscid equation that does not require differentiability is to go back to the integral form of the conservation law. We say \(u(x, t)\) is a generalized solution if (6.17) is satisfied for all \(x_{1}, x_{2}, t_{1}\), and \(t_{2}\).

There is another approach that results in a different integral formulation that is often more convenient to work with.

Let \(\phi \in C_{0}^{1}\left(\mathbb{R} \times \mathbb{R}^{+}\right)\). Multiply \(u_{t}+f(u)_{x}=0\) by \(\phi\) and integrate over space and time to have
\[
\int_{0}^{\infty} \int_{-\infty}^{\infty}\left[\phi u_{t}+\phi f(u)_{x}\right] d x d t=0
\]

Using integration by parts gives
\[
\begin{equation*}
\int_{0}^{\infty} \int_{-\infty}^{\infty}\left[\phi_{t} u+\phi_{x} f(u)\right] d x d t=-\int_{-\infty}^{\infty} \phi(x, 0) u(x, 0) d x \tag{6.25}
\end{equation*}
\]

Definition 6.10. The function \(u(x, t)\) is called a weak solution of \(u_{t}+f(u)_{x}=0\) if (6.25) holds for all \(\phi \in C_{0}^{1}\left(\mathbb{R} \times \mathbb{R}^{+}\right)\).

\section*{Known facts:}
- Any weak solution satisfies the original integral conservation law.
- The vanishing-viscosity generalized solution is a weak solution.
- For nonlinear problems, weak solutions are often not unique, and therefore an additional problem is often considered to identify which weak solution is the physically correct vanishing-viscosity solution.
- There are other conditions to avoid working with the viscous equation directly. They are usually called the entropy conditions. Thus the vanishingviscosity solution is also called the entropy solution.

\subsection*{6.5. Numerical Methods}

\subsection*{6.5.1. Modified equations}

In this subsection, we briefly review accuracy and stability for the Riemann problem of the linear advection equation:
\[
\begin{align*}
& u_{t}+a u_{x}=0, \quad x \in \mathbb{R}, \quad t \geq 0 \\
& u_{0}(x)= \begin{cases}1, & x<0 \\
0, & x>0\end{cases} \tag{6.26}
\end{align*}
\]

The exact solution is given
\[
\begin{equation*}
u(x, t)=u_{0}(x-a t) . \tag{6.27}
\end{equation*}
\]

Consider the following numerical schemes:
\[
\begin{array}{ll}
\frac{U_{j}^{n+1}-U_{j}^{n}}{k}+a \frac{U_{j}^{n}-U_{j-1}^{n}}{h}=0, & \text { (explicit one-sided) } \\
\frac{U_{j}^{n+1}-\frac{U_{j+1}^{n}+U_{j-1}^{n}}{2}}{k}+a \frac{U_{j+1}^{n}-U_{j-1}^{n}}{2 h}=0, & \text { (Lax-Friedrichs) }  \tag{6.28}\\
\frac{U_{j}^{n+1}-U_{j}^{n}}{k}+a \frac{U_{j+1}^{n}-U_{j-1}^{n}}{2 h} \\
\quad-\frac{k}{2} a^{2} \frac{U_{j+1}^{n}-2 U_{j}^{n}+U_{j-1}^{n}}{h^{2}}=0 . & \quad \text { (Lax-Wendroff) }
\end{array}
\]

Lax-Wendroff scheme: Note that
\[
u_{t}\left(x_{j}, t^{n}\right)=\frac{U_{j}^{n+1}-U_{j}^{n}}{k}-\frac{k}{2} u_{t t}-\frac{k^{2}}{6} u_{t t t}-\cdots
\]

Since
\[
u_{t}=-a u_{x},
\]
we have
\[
\begin{aligned}
u_{t t}= & \left(u_{t}\right)_{t}=\left(-a u_{x}\right)_{t}=-a u_{x t}=-a u_{t x} \\
& =-a\left(u_{t}\right)_{x}=-a\left(-a u_{x}\right)_{x}=a^{2} u_{x x}
\end{aligned}
\]

Therefore, the Lax-Wendroff scheme can be obtained by taking care of \(u_{t t}=\) \(a^{2} u_{x x}\) by the central scheme; its truncation error is
\[
\begin{aligned}
-\frac{k^{2}}{6} u_{t t t}-a \frac{h^{2}}{6} u_{x x x}+\cdots & =\frac{k^{2}}{6} a^{3} u_{x x x}-a \frac{h^{2}}{6} u_{x x x}+\cdots \\
& =\frac{h^{2}}{6} a\left(\frac{k^{2}}{h^{2}} a^{2}-1\right) u_{x x x}+\cdots
\end{aligned}
\]

Thus, when \(h\) and \(k\) are sufficiently small, solving (6.26) by the Lax-Wendroff scheme is equivalent to solving the following equation exactly:
\[
\begin{equation*}
u_{t}+a u_{x}=\frac{h^{2}}{6} a\left(\frac{k^{2}}{h^{2}} a^{2}-1\right) u_{x x x} \tag{6.29}
\end{equation*}
\]

Equation (6.29) is called the modified equation of (6.26) for the Lax-Wendroff scheme. By analyzing (6.29) in PDE sense, one can understand the LaxWendroff scheme.

Finite difference equation was introduced in the first place because it is easier to solve than a PDE; on the other hand, it is often easier to predict qualitative behavior of a PDE than difference equations.
Dispersion analysis: Equation (6.29) is a dispersive equation of the form
\[
\begin{equation*}
u_{t}+a u_{x}=\mu u_{x x x} . \tag{6.30}
\end{equation*}
\]

To look at a Fourier series solution to this equation, take \(u(x, t)\) as
\[
u(x, t)=\int_{-\infty}^{\infty} \widehat{u}(\xi, t) e^{i \xi x} d \xi,
\]
where \(\xi\) is the wave number. Here the purpose is to see that the Fourier components with different wave number \(\xi\) propagate at different speeds (dispersion).

Due to linearity, it suffices to consider each wave number in isolation, so suppose that we look for solution of (6.30) of the form
\[
\begin{equation*}
u(x, t)=e^{i(\xi x-c t)} \tag{6.31}
\end{equation*}
\]
where \(c=c(\xi)\) is called the frequency. Plugging this into (6.30) gives
\[
\begin{equation*}
c(\xi)=a \xi+\mu \xi^{3} . \tag{6.32}
\end{equation*}
\]

This expression is called the dispersion relation for (6.30).

Define
\[
\begin{array}{ll}
c_{p}(\xi)=c(\xi) / \xi, & \text { (phase velocity) } \\
c_{g}(\xi)=c^{\prime}(\xi) . & \text { (group velocity) }
\end{array}
\]

The phase velocity is the speed of wave peaks or in single frequency, while the group velocity is the speed of energy in wavetrain.

Then, for the modified equation of Lax-Friedrichs scheme in (6.29), we have
\[
\begin{equation*}
c_{p}=a+\mu \xi^{2}, \quad c_{g}=a+3 \mu \xi^{2} . \tag{6.33}
\end{equation*}
\]

Recall that the CFL condition reads
\[
|a \lambda|=|a k / h| \leq 1 .
\]

Thus, when the Lax-Friedrichs scheme is stable, the coefficient \(\mu\) for (6.29) must be nonpositive, i.e.,
\[
\begin{equation*}
\mu=\frac{h^{2}}{6} a\left(\frac{k^{2}}{h^{2}} a^{2}-1\right) \leq 0, \tag{6.34}
\end{equation*}
\]
which implies from (6.33) that both the phase velocity and the group velocity are smaller than the actual velocity \(a\).

\section*{Remarks:}
- For the step function in (6.26), the Fourier spectrum decays only as
\[
\widehat{u_{0}}(\xi)=\mathcal{O}(1 / \xi), \quad \text { as }|\xi| \rightarrow \infty
\]
(For smooth solutions, its Fourier spectrum decays exponentially.)
- Thus for the Lax-Wendroff scheme, dispersion becomes visible near
\[
x=c_{g} t .
\]
(although the scheme satisfies the stability condition.)
- The numerical solution is oscillatory in the upstream (behind).

\section*{Beam-Warming scheme: This method is one-sided second-order veni-} son of the Lax-Wendroff scheme:
\[
\begin{align*}
& \frac{U_{j}^{n+1}-U_{j}^{n}}{k}+a \frac{3 U_{j}^{n}-4 U_{j-1}^{n}+U_{j-2}^{n}}{2 h}  \tag{6.35}\\
& \quad-\frac{k}{2} a^{2} \frac{U_{j}^{n}-2 U_{j-1}^{n}+U_{j-2}^{n}}{h^{2}}=0 . \quad \text { (Beam-Warming) }
\end{align*}
\]

Then the associated modified equation reads
\[
\begin{equation*}
u_{t}+a u_{x}=\mu u_{x x x}, \quad \mu=\frac{h^{2}}{6} a\left(2-\frac{3 k}{h} a+\frac{k^{2}}{h^{2}} a^{2}\right) . \tag{6.36}
\end{equation*}
\]

\section*{Remarks:}
- Since \(\mu>0\) for sufficiently small \(k\), the group velocity will be larger than the actual speed \(a\); there must be oscillation propagating faster than the shock speed.
- Here the point is that a upwind modification is not sufficient enough to cure oscillation.

Upwind (one-sided) scheme: For the explicit one-sided scheme in (6.28), one can find its modified equation as
\[
\begin{equation*}
u_{t}+a u_{x}=\varepsilon u_{x x}, \quad \varepsilon=\frac{1}{2} h a\left(1-\frac{k}{h} a\right) . \tag{6.37}
\end{equation*}
\]

Note that the stability requires \(\varepsilon \geq 0\). This is a heat equation; the solution must be diffusive.

When the dispersion analysis is applied for (6.37), the dispersion relation is complex-valued as
\[
c(\xi)=a \xi-i \varepsilon \xi^{2}
\]

It is not appropriate to analyze dispersive behavior of the solution. What we can claim is that the solution is diffusive.

\subsection*{6.5.2. Conservative methods}

Consider the Burgers's equation in conservation form:
\[
\begin{equation*}
u_{t}+\left(\frac{u^{2}}{2}\right)_{x}=0 . \tag{6.38}
\end{equation*}
\]

It can be rewritten in advection form
\[
\begin{equation*}
u_{t}+u u_{x}=0 . \tag{6.39}
\end{equation*}
\]

When we consider the advection form, a natural (explicit) numerical scheme reads
\[
\begin{equation*}
\frac{U_{j}^{n+1}-U_{j}^{n}}{k}+U_{j}^{n} \frac{U_{j}^{n}-U_{j-1}^{n}}{h}=0 . \tag{6.40}
\end{equation*}
\]

When e.g. the initial value is given as
\[
U_{j}^{0}= \begin{cases}1, & j<0 \\ 0, & j \geq 0\end{cases}
\]
one can easily verify that
\[
U_{j}^{1}=U_{j}^{0}, \quad \forall j .
\]

For other initial values, the scheme easily involves a large error in the shock speed. Why? Answer: It is not conservative.

Conservative methods: Consider the following conservative form of conservation law
\[
\begin{equation*}
u_{t}+f(u)_{x}=0 . \tag{6.41}
\end{equation*}
\]

Its simple and natural numerical method can be formulated as
\[
\begin{equation*}
\frac{U_{j}^{n+1}-U_{j}^{n}}{k}+\frac{F\left(U_{j-p}^{n}, U_{j-p+1}^{n}, \cdots, U_{j+q}^{n}\right)-F\left(U_{j-p-1}^{n}, U_{j-p+1}^{n}, \cdots, U_{j+q-1}^{n}\right)}{h}=0 \tag{6.42}
\end{equation*}
\]
for some \(F\) of \(p+q+1\) arguments, called the numerical flux function.
In the simplest case, \(p=0\) and \(q=1\). Then, (6.42) becomes
\[
\begin{equation*}
U_{j}^{n+1}=U_{j}^{n}-\frac{k}{h}\left[F\left(U_{j}^{n}, U_{j+1}^{n}\right)-F\left(U_{j-1}^{n}, U_{j}^{n}\right)\right] \tag{6.43}
\end{equation*}
\]

The above numerical scheme is very natural if we view \(U_{j}^{n}\) as an approximation of the cell average \(\bar{u}_{j}^{n}\),
\[
\bar{u}_{j}^{n}=\frac{1}{h} \int_{x_{j-1 / 2}}^{x_{j+1 / 2}} u\left(x, t^{n}\right) d x .
\]

Consider the integral form of the conservation law (6.17),
\[
\begin{align*}
& \int_{x_{j-1 / 2}}^{x_{j+1 / 2}} u\left(x, t^{n+1}\right) d x=\int_{x_{j-1 / 2}}^{x_{j+1 / 2}} u\left(x, t^{n}\right) d x \\
&+\int_{t^{n}}^{t^{n+1}} f\left(u\left(x_{j-1 / 2}, t\right)\right) d t-\int_{t^{n}}^{t^{n+1}} f\left(u\left(x_{j+1 / 2}, t\right)\right) d t \tag{6.44}
\end{align*}
\]

Then, dividing by \(h\), we have
\[
\begin{equation*}
\bar{u}_{j}^{n+1}=\bar{u}_{j}^{n}-\frac{1}{h}\left(\int_{t^{n}}^{t^{n+1}} f\left(u\left(x_{j+1 / 2}, t\right)\right) d t-\int_{t^{n}}^{t^{n+1}} f\left(u\left(x_{j-1 / 2}, t\right)\right) d t\right) . \tag{6.45}
\end{equation*}
\]

Comparing this with (6.43), we can see that the numerical flux \(F\left(U_{j}^{n}, U_{j+1}^{n}\right)\) plays the role of an average flux at \(x=x_{j+1 / 2}\) over the time interval \(\left[t^{n}, t^{n+1}\right]\) :
\[
\begin{equation*}
F\left(U_{j}^{n}, U_{j+1}^{n}\right) \approx \frac{1}{k} \int_{t^{n}}^{t^{n+1}} f\left(u\left(x_{j+1 / 2}, t\right)\right) d t \tag{6.46}
\end{equation*}
\]

The Godunov's method is based on this approximation, assuming that the solution is piecewise constant on each cell \(\left(x_{j-1 / 2}, x_{j+1 / 2}\right)\).

Upwind scheme: For the Burgers's equation (6.38), the upwind scheme in conservative form reads
\[
\begin{equation*}
U_{j}^{n+1}=U_{j}^{n}-\frac{k}{h}\left[\frac{1}{2}\left(U_{j}^{n}\right)^{2}-\frac{1}{2}\left(U_{j-1}^{n}\right)^{2}\right], \tag{6.47}
\end{equation*}
\]
where
\[
F\left(U_{j}^{n}, U_{j+1}^{n}\right)=\frac{1}{2}\left(U_{j}^{n}\right)^{2} .
\]

Lax-Friedrichs scheme: The generalization of the Lax-Friedrichs scheme to the conservation law takes the form
\[
\begin{equation*}
U_{j}^{n+1}=\frac{1}{2}\left(U_{j-1}^{n}+U_{j+1}^{n}\right)-\frac{k}{2 h}\left[f\left(U_{j+1}^{n}\right)-f\left(U_{j-1}^{n}\right)\right], \tag{6.48}
\end{equation*}
\]
which can be rewritten in the conservation form by taking
\[
\begin{equation*}
F\left(U_{j}^{n}, U_{j+1}^{n}\right)=\frac{h}{2 k}\left(U_{j}^{n}-U_{j+1}^{n}\right)+\frac{1}{2}\left(f\left(U_{j}^{n}\right)+f\left(U_{j+1}^{n}\right)\right) . \tag{6.49}
\end{equation*}
\]

\subsection*{6.5.3. Consistency}

The numerical method (6.43) is said to be consistent with the original conservation law if the numerical flux \(F\) reduces to the true flux \(f\) for the constant flow. That is, if \(u(x, t) \equiv \widehat{u}\), say, then we expect
\[
\begin{equation*}
F(\widehat{u}, \widehat{u})=f(\widehat{u}), \quad \forall \widehat{u} \in \mathbb{R} \tag{6.50}
\end{equation*}
\]

We say \(F\) is Lipschitz continuous at \(\widehat{u}\) if there is a constant \(K \geq 0\) (which may depend on \(\widehat{u}\) ) such that
\[
|F(v, w)-f(\widehat{u})| \leq K \max (|v-\widehat{u}|,|w-\widehat{u}|) .
\]

Note that the Lipschitz continuity is sufficient for consistency.

\subsection*{6.5.4. Godunov's method}
\[
\begin{equation*}
U_{j}^{n+1}=U_{j}^{n}-\frac{k}{h}\left[F\left(U_{j}^{n}, U_{j+1}^{n}\right)-F\left(U_{j-1}^{n}, U_{j}^{n}\right)\right], \tag{6.51}
\end{equation*}
\]
where
\[
\begin{equation*}
F\left(U_{j}^{n}, U_{j+1}^{n}\right) \approx \frac{1}{k} \int_{t^{n}}^{t^{n+1}} f\left(\widetilde{u}\left(x_{j+1 / 2}, t\right)\right) d t=f\left(u^{*}\left(U_{j}^{n}, U_{j+1}^{n}\right)\right) \tag{6.52}
\end{equation*}
\]

Here
- \(\widetilde{u}(x, t)\) is the piecewise constant representation of the solution, over the grid cell ( \(x_{j-1 / 2}, x_{j+1 / 2}\) ).
- \(u^{*}\left(U_{j}^{n}, U_{j+1}^{n}\right)\) is the Riemann solution on \(\left\{x_{j+1 / 2}\right\} \times\left[t^{n}, t^{n+1}\right]\).
- The method is consistent.
- Stability of the method requires to choose \(k\) small enough to satisfy
\[
\sigma=\frac{k}{h} \max _{j}\left|f^{\prime}\left(U_{j}^{n}\right)\right| \leq 1,
\]
where \(\sigma\) is called the Courant number.

\subsection*{6.6. Nonlinear Stability}

To guarantee convergence, we need some form of stability, just as for linear problems. Unfortunately, the Lax-Richtmyer Equivalence Theorem no longer holds and we cannot use the same approach to prove convergence. In this section, we will consider one form of nonlinear stability that allows us to prove convergence results for a wide class of practical problems. So far, this approach has been completely successful only for scalar problems. For general systems of equations with arbitrary initial data, no numerical method has been prove to be stable or convergent, although convergence results have been obtained in some special cases.

\subsection*{6.6.1. Total variation stability (TV-stability)}

We first define the total variation (TV) over \([0, T]\) by
\[
\begin{align*}
T V_{T}(u)= & \limsup _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \int_{0}^{T} \int_{-\infty}^{\infty}|u(x+\varepsilon, t)-u(x, t)| d x d t  \tag{6.53}\\
& +\limsup _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \int_{0}^{T} \int_{-\infty}^{\infty}|u(x, t+\varepsilon)-u(x, t)| d x d t .
\end{align*}
\]

Define
\[
\|v\|_{1, T}=\int_{0}^{T}\|v\|_{1} d t=\int_{0}^{T} \int_{-\infty}^{\infty}|v(x, t)| d x d t
\]
and
\[
\begin{equation*}
\mathcal{K}=\left\{u \in L_{1, T}: T V_{T}(u) \leq R \text { and } \operatorname{Supp}(u(\cdot, t)) \subset[-M, M], \forall t \in[0, T]\right\} . \tag{6.54}
\end{equation*}
\]

When we consider numerical solution \(U=\left\{U_{j}^{n}\right\}\), piecewise constant, then
\[
\begin{align*}
T V_{T}(U) & =\sum_{n=0}^{T / k} \sum_{j=-\infty}^{\infty}\left[k\left|U_{j+1}^{n}-U_{j}^{n}\right|+h\left|U_{j}^{n+1}-U_{j}^{n}\right|\right]  \tag{6.55}\\
& =\sum_{n=0}^{T / k}\left[k T V\left(U^{n}\right)+\left\|U_{j}^{n+1}-U_{j}^{n}\right\|_{1}\right]
\end{align*}
\]

Definition 6.11. We will say that a numerical method is total variation stable (TV-stable), if all approximations \(U_{k}\) for \(k<k_{0}\) lie in some fixed set of the form (6.54) (where \(R\) and \(M\) may depend on the initial data \(u_{0}\) and the flux function \(f(u)\), but not on \(k\) ).
Theorem 6.12. Consider a conservative method with a Lipschitz continuous numerical flux \(F(U ; j)\). Suppose that for each initial data \(u_{0}\), there exists some \(k_{0}, R>0\) such that
\[
\begin{equation*}
T V\left(U^{n}\right) \leq R, \quad \forall n, k \text { with } k<k_{0}, \quad n k \leq T . \tag{6.56}
\end{equation*}
\]

Then, the method is TV-stable.
Theorem 6.13. Suppose \(U_{k}\) is generated by a numerical method in conservation form with Lipschitz continuous numerical flux, consistent with some scalar conservation law. If the method is TV-stable, then it is convergent in the following sense
\[
\begin{equation*}
\operatorname{dist}\left(U_{k}, \mathcal{W}\right) \rightarrow 0, \quad \text { as } k \rightarrow 0 \tag{6.57}
\end{equation*}
\]
where \(\mathcal{W}=\{w: w(x, t)\) is a weak solution \(\}\).

\subsection*{6.6.2. Total variation diminishing (TVD) methods}

We have just seen that TV-stability of a consistent and conservative numerical method is enough to guarantee convergence, in the sense in (6.57). One easy way to ensure TV-stability is to require that the TV be nonincreasing as time evolves, so that the TV at any time is uniformly bounded by the TV of the initial data. This requirement gives rise to the very important class of methods.

Definition 6.14. The numerical method \(U_{j}^{n+1}=\mathcal{H}\left(U^{n} ; j\right)\) is called total variation diminishing (TVD) if
\[
\begin{equation*}
T V\left(U^{n+1}\right) \leq T V\left(U^{n}\right) \tag{6.58}
\end{equation*}
\]
for all grid functions \(U^{n}\).
It can be shown that the true solution to the scalar conservation law has this TVD property, i.e., any weak solution \(u(x, t)\) satisfies
\[
\begin{equation*}
T V\left(u\left(\cdot, t_{2}\right)\right) \leq T V\left(u\left(\cdot, t_{1}\right)\right) \quad \text { for } t_{2} \geq t_{1} . \tag{6.59}
\end{equation*}
\]

Thus it is reasonable to impose TVD on the numerical solution as well, yielding a TV-stability and hence convergence method.

\subsection*{6.6.3. Other nonoscillatory methods}

Monotonicity preserving methods : A method is monotonicity preserving if \(U^{n}, n \geq 1\), are monotone for a monotone initial data \(u_{0}\).
Theorem 6.15. Any TVD method is monotonicity preserving.
Another attractive feature of the TVD requirement is that it is possible to derive methods with a high order of accuracy that are TVD. By contrast, if we define "stability" by mimicking certain other properties of the true solution, we find that accuracy is limited to first order. Nevertheless, we introduce some of these other concepts, because they are useful and frequently seen in the literature.
\(l_{1}\)-contracting methods : Any weak solution of a scalar conservation law satisfies
\[
\begin{equation*}
\left\|u\left(\cdot, t_{2}\right)\right\|_{1} \leq\left\|u\left(\cdot, t_{1}\right)\right\|_{1}, \quad \text { for } t_{2} \geq t_{1} . \tag{6.60}
\end{equation*}
\]

More generally: If \(u\) and \(v\) are both entropy solutions of the same conservation law (but possibly with different data), and if \(u_{0}-v_{0}\) has compact support, then
\[
\begin{equation*}
\left\|u\left(\cdot, t_{2}\right)-v\left(\cdot, t_{2}\right)\right\|_{1} \leq\left\|u\left(\cdot, t_{1}\right)-v\left(\cdot, t_{1}\right)\right\|_{1}, \quad \text { for } t_{2} \geq t_{1} \tag{6.61}
\end{equation*}
\]

This property is called \(L_{1}\)-contraction. In discrete space \(l_{1}\), for grid functions \(U=\left\{U_{j}\right\}\) we define the \(l_{1}\)-norm by
\[
\|U\|_{1}=h \sum_{j=-\infty}^{\infty}\left|U_{j}\right| .
\]

In analogy to the \(L_{1}\)-contraction property (6.61) of the true solution operator, we say that a numerical method
\[
\begin{equation*}
U_{j}^{n+1}=\mathcal{H}\left(U^{n} ; j\right) \tag{6.62}
\end{equation*}
\]
is \(l_{1}\)-contracting if any two grid functions \(U^{n}\) and \(V^{n}\) for which \(U^{n}-V^{n}\) has compact support satisfy
\[
\begin{equation*}
\left\|U^{n+1}-V^{n+1}\right\|_{1} \leq\left\|U^{n}-V^{n}\right\|_{1} \tag{6.63}
\end{equation*}
\]

Theorem 6.16. Any \(l_{1}\)-contracting numerical method is TVD.
Proof. The proof depends on the following important relation between the 1-norm and TV: Given any grid function \(U\), define \(V\) by shifting \(U\) as
\[
V_{j}=U_{j-1}, \quad \forall j .
\]

Then
\[
T V(U)=\frac{1}{h}\|U-V\|_{1} .
\]

Now, suppose the method (6.62) is \(l_{1}\)-contracting. Define \(V_{j}^{n}=U_{j-1}^{n}\). Note that the methods under consideration are translation invariant, i.e.,
\[
V_{j}^{n+1}=\mathcal{H}\left(V^{n} ; j\right) .
\]

Thus \(l_{1}\)-contraction implies
\[
\begin{aligned}
T V\left(U^{n+1}\right) & =\frac{1}{h}\left\|U^{n+1}-V^{n+1}\right\|_{1} \\
& \leq \frac{1}{h}\left\|U^{n}-V^{n}\right\|_{1} \\
& =T V\left(U^{n}\right)
\end{aligned}
\]
and hence the method is TVD. \(\square\)
Example 6.17. The upwind method is \(l_{1}\)-contracting and therefore TVD, provided the CFL condition is satisfied.

Monotone methods: Another useful property of the entropy-satisfying weak solution is as following: If we take two sets of initial data \(u_{0}\) and \(v_{0}\), with
\[
v_{0}(x) \geq u_{0}(x), \quad \forall x,
\]
then the respective entropy solutions \(u\) and \(v\) satisfy
\[
\begin{equation*}
v(x, t) \geq u(x, t), \quad \forall x, t \tag{6.64}
\end{equation*}
\]

The numerical method \(U_{j}^{n+1}=\mathcal{H}\left(U^{n} ; j\right)\) is called a monotone method if
\[
\begin{equation*}
V_{j}^{n} \geq U_{j}^{n} \Rightarrow V_{j}^{n+1} \geq U_{j}^{n+1}, \quad \forall j \tag{6.65}
\end{equation*}
\]

To prove that a method is monotone, it suffices to check that
\[
\begin{equation*}
\frac{\partial}{\partial U_{i}^{n}} \mathcal{H}\left(U^{n} ; j\right) \geq 0, \quad \forall i, j, U^{n} \tag{6.66}
\end{equation*}
\]

This means that if we increase the value of any \(U_{i}^{n}\) then the value of \(U_{j}^{n+1}\) cannot decrease as a result.
Example 6.18. The Lax-Friedrichs scheme (6.48) (See page 248) is monotone provided that the CFL condition is satisfied, because
\[
\mathcal{H}\left(U^{n} ; j\right)=\frac{1}{2}\left(U_{j-1}^{n}+U_{j+1}^{n}\right)-\frac{k}{2 h}\left[f\left(U_{j+1}^{n}\right)-f\left(U_{j-1}^{n}\right)\right]
\]
satisfies
\[
\frac{\partial}{\partial U_{i}^{n}} \mathcal{H}\left(U^{n} ; j\right)= \begin{cases}\frac{1}{2}\left(1+\frac{k}{h} f^{\prime}\left(U_{j-1}^{n}\right)\right), & i=j-1 \\ \frac{1}{2}\left(1-\frac{k}{h} f^{\prime}\left(U_{j+1}^{n}\right)\right), & i=j+1 \\ 0, & \text { otherwise }\end{cases}
\]

\section*{Theorem 6.19. Any monotone method is \(l_{1}\)-contracting.}

To summarize the relation between the different types of methods considered above, we have
\[
\begin{aligned}
\text { monotone } & \Rightarrow l_{1} \text {-contracting } \Rightarrow \mathrm{TVD} \\
& \Rightarrow \text { monotonicity preserving }
\end{aligned}
\]

Theorem 6.20. A monotone method is at most first-order accurate.
Theorem 6.21. The numerical solution computed with a consistent monotone method with \(k / h\) fixed converges to the entropy solution as \(k \rightarrow 0\).

Note that the numerical solution by a TVD method converges to a weak solution that may not be the entropy solution. However, the notion of TVstability is much more useful, because it is possible to derive TVD methods that have better than first-order accuracy.

We close the chapter with the following well-known theorem:
Theorem 6.22. (Godunov). A linear, monotonicity preserving method is at most first-order accurate.

\subsection*{6.7. Numerical Examples with Python}

A Python code is implemented for the Lax-Wendroff scheme in (6.28), for solving
\[
\begin{align*}
& u_{t}+a u_{x}=0, \quad(x, t) \in(-1,6) \times(0,2] \\
& u(x, 0)= \begin{cases}1, & x \in[0,2] \\
0, & \text { elsewhere }\end{cases} \tag{6.67}
\end{align*}
\]
where \(a=1\).



Figure 6.3: The Lax-Wendroff scheme: (left) The initial solution and (right) the solution at \(t=2\).

The following shows the main routine lax_wendroff.py:
```

def lax_wendroff(U0,ax,bx,nx,T,nt,a,level=0):
hx,ht = (bx-ax)/nx, T/nt
if level>=1:
print("Lax-Wendroff: a=%g, nx=%d, nt=%d, hx=%g, ht=%g")\
% (a,nx,nt,hx,ht)
U =np.ndarray((2,nx+1),float)
for i in range(nx+1):
U[0][i]=U0[i]; U[1][i]=0.
alam = a*ht/hx
alam2= alam**2
for n in range(0,nt):
id0,id1 = n%2,(n+1)%2
for j in range (1,nx):
U[id1][j]=U[id0][j]-(alam/2.)*(U[id0][j+1]-U[id0][j-
+(alam2/2.)*(U[id0][j+1]-2.*U[id0][j]+U[id0][j-
return U[id1]

```

\subsection*{6.8. Homework}
1. Find conditions on \(a\) and \(\lambda\) with which the FD schemes in (6.7.a)-(6.7.c) are stable or unstable.
2. Consider the leapfrog scheme (6.7.d).
(a) Derive the relation
\[
\begin{aligned}
& \sum_{m=-\infty}^{\infty}\left|v_{m}^{n+1}\right|^{2}+\left|v_{m}^{n}\right|^{2}+a \lambda\left(v_{m}^{n+1} v_{m+1}^{n}-v_{m+1}^{n+1} v_{m}^{n}\right) \\
= & \sum_{m=-\infty}^{\infty}\left|v_{m}^{n}\right|^{2}+\left|v_{m}^{n-1}\right|^{2}+a \lambda\left(v_{m}^{n} v_{m+1}^{n-1}-v_{m+1}^{n} v_{m}^{n-1}\right) \\
= & \sum_{m=-\infty}^{\infty}\left|v_{m}^{1}\right|^{2}+\left|v_{m}^{0}\right|^{2}+a \lambda\left(v_{m}^{1} v_{m+1}^{0}-v_{m+1}^{1} v_{m}^{0}\right)
\end{aligned}
\]
(Hint: Multiply the leapfrog scheme by \(v_{m}^{n+1}+v_{m}^{n-1}\) and sum over all m.)
(b) Show that
\[
(1-|a \lambda|) \sum_{m=-\infty}^{\infty}\left|v_{m}^{n+1}\right|^{2}+\left|v_{m}^{n}\right|^{2} \leq(1+|a \lambda|) \sum_{m=-\infty}^{\infty}\left|v_{m}^{1}\right|^{2}+\left|v_{m}^{0}\right|^{2} .
\]
(Hint: Use the inequality \(-\frac{1}{2}\left(x^{2}+y^{2}\right) \leq x y \leq \frac{1}{2}\left(x^{2}+y^{2}\right)\).)
(c) Conclude the scheme is stable if \(|a \lambda|<1\).
3. Consider finite difference schemes of the form
\[
v_{m}^{n+1}=\alpha v_{m+1}^{n}+\beta v_{m-1}^{n} .
\]
(a) Show that they are stable if \(|\alpha|+|\beta| \leq 1\).
(Use the arguments as in Example 6.6 rather than the Von Neumann analysis.)
(b) Conclude that the Lax-Friedrichs scheme (6.7.e) is stable if \(|a \lambda| \leq 1\), where \(\lambda=k / h\).
4. Verify the modified equation of the Beam-Warming scheme presented in (6.36).
5. Derive the conservation form for the Lax-Friedrichs scheme applied to the conservation law and presented in (6.48). (Use (6.49).)
6. Modify the Python code in \(\S 6.7\) to solve the one-way wave equation (6.67) by the Beam-Warming scheme (6.35).

\section*{Chapter 7}

\section*{Domain Decomposition Methods}

The development of high-performance parallel computers has promoted the effort to search for new efficient parallel algorithms for scientific computation rather than parallelize existing sequential algorithms. In the last two decades, domain decomposition (DD) methods have been studied extensively for the numerical solution of PDEs.

\subsection*{7.1. Introduction to DDMs}

The earliest DD method for elliptic problems is the alternating method discovered by Hermann A. Schwarz in 1869 [60], so it is called Schwarz alternating method (SAM).

Schwarz used the method to establish the existence of harmonic functions on the nonsmooth domains that were constructed as a union of regions where the existence could be established by some other methods; see Figure 7.1.


Figure 7.1: The domain used by Schwarz to show the existence of harmonic solutions on irregular domains.
- Indeed, for a given initial value, SAM provided a convergent sequence with a limit that is the harmonic function satisfying the given boundary condition.
- Each iteration of the method consists of two fractional steps.
- In the first step, the previous approximation on \(\Omega_{1}\) is replaced by the harmonic function for which the Dirichlet data on \(\widetilde{\Gamma}_{12}\left(:=\partial \Omega_{1} \cap \Omega_{2}\right)\) is given by the previous approximation on \(\Omega_{2}\).
- The second step, in which new approximation is obtained on \(\Omega_{2}\), is carried out similarly.
- Therefore, an arbitrarily accurate approximation of the harmonic function in the domain \(\Omega_{1} \cup \Omega_{2}\) can be computed by using only solvers for circles and rectangles. The method of separation of variables can be used for the solution of these subdomains.

\section*{SAM: Historical Backgrounds}
- SAM offers a process that can be carried out by a series of fast solvers on relatively smooth subdomains.
- Over last two decades, Schwarz's idea has been extensively applied to various problems defined on general domains.
- It has offered a possibility of efficient numerical algorithms for poorlyconditioned large-scale problems and of parallelism for the very large systems of linear or nonlinear algebraic equations that arise from discretizations of elliptic problems in fluid dynamics, elasticity, wave propagation, and other important areas.
- The main question for the classical SAM and its modern extensions has been to show that the convergence rate of the iteration is satisfactory and that it is independent or grows slowly when the mesh is to be refined and/or when the number of subdomains increases.
- It is not surprising that reducing the amount of overlap without a deterioration of the convergence rate has become an important issue in theoretical analyses and numerical simulations using SAM.


Figure 7.2: Nonoverlapping and overlapping partitions of \(\Omega\).

\subsection*{7.2. Overlapping Schwarz Alternating Methods (SAMs)}

\subsection*{7.2.1. Variational formulation}

Let \(\Omega\) be a bounded domain in \(\mathbb{R}^{d}, d \leq 3\), with Lipschitz boundary \(\Gamma=\partial \Omega\).
Consider the following elliptic problem with a homogeneous Dirichlet boundary condition: Find \(u \in V=H_{0}^{1}(\Omega)\) such that
\[
\begin{array}{cc}
L u:=-\nabla \cdot(a(\mathbf{x}) \nabla u)=f(\mathbf{x}), & \mathbf{x} \in \Omega,  \tag{7.1}\\
u=0, & \mathbf{x} \in \Gamma,
\end{array}
\]
where we assumed that \(0<a_{*} \leq a(\mathbf{x}) \leq a^{*}<\infty\).
The problem (7.1) in its variational form reads
\[
\begin{equation*}
a(u, v)=(f, v), \quad v \in V, \tag{7.2}
\end{equation*}
\]
where
\[
a(u, v)=\int_{\Omega} a \nabla u \cdot \nabla v d \mathbf{x}, \quad(f, v)=\int_{\Omega} f v d \mathbf{x} .
\]

\subsection*{7.2.2. SAM with two subdomains}

In the simplest form, SAM decomposes the original domain into two overlapping subdomains \(\widetilde{\Omega}_{1}\) and \(\widetilde{\Omega}_{2}\); see Figure 7.2. Let
\[
\widetilde{V}_{j}=\left\{v \in V: v=0 \quad \text { on } \Omega \backslash \widetilde{\Omega}_{j}\right\}, \quad j=1,2 .
\]

Then, \(\widetilde{V}_{j}\) are subspaces of \(V\) and \(V=\widetilde{V}_{1}+\widetilde{V}_{2}\). Let an initial guess \(u^{0}=\left\{u_{1}^{0}, u_{2}^{0}\right\} \in\) \(V\) be given. Then, the iterate \(u^{n} \in V\) is determined from \(u^{n-1}\) by sequentially solving
(a) \(L u_{1}^{n-1 / 2}=f, \quad\) in \(\widetilde{\Omega}_{1}\),
(b) \(u_{1}^{n-1 / 2}=0, \quad\) on \(\widetilde{\Gamma}_{1}\),
(c) \(u_{1}^{n-1 / 2}=u_{2}^{n-1}, \quad\) on \(\widetilde{\Gamma}_{12}\),
(d) \(L u_{2}^{n}=f, \quad\) in \(\widetilde{\Omega}_{2}\),
(e) \(u_{2}^{n}=0, \quad\) on \(\widetilde{\Gamma}_{2}\),
(f) \(u_{2}^{n}=u_{1}^{n-1 / 2}, \quad\) on \(\widetilde{\Gamma}_{21}\),
where \(\widetilde{\Gamma}_{j}=\partial \widetilde{\Omega}_{j} \cap \partial \Omega\) and \(\widetilde{\Gamma}_{j k}=\partial \widetilde{\Omega}_{j} \cap \Omega_{k}\).
- This multiplicative Schwarz method solves at each iteration a series of smaller problems restricted on subdomains.
- These subproblems require an additional boundary condition on the interior (artificial) boundaries \(\widetilde{\Gamma}_{j k}\).
- The Schwarz method is easy to implement and can be applied to more general elliptic differential operators and domains.

\subsection*{7.2.3. Convergence analysis}

Let us consider the error propagation operator of (7.3); see [47, 70] for details. In (7.3), one may extend \(u_{1}^{n-1 / 2}\) by \(u_{2}^{n-1}\) on \(\Omega_{2}\) and \(u_{2}^{n}\) by \(u_{1}^{n-1 / 2}\) on \(\Omega_{1}\). In the variational form, (7.3) reads
\[
\begin{align*}
a\left(u_{1}^{n-1 / 2}, v\right) & =(f, v), \quad v \in \widetilde{V}_{1}, \quad u_{1}^{n-1 / 2}-u^{n-1} \in \widetilde{V}_{1},  \tag{7.4}\\
a\left(u_{2}^{n}, v\right) & =(f, v), \quad v \in \widetilde{V}_{2}, \quad u_{2}^{n}-u^{n-1 / 2} \in \widetilde{V}_{2} .
\end{align*}
\]

Since
\[
(f, v)=a(u, v), \quad v \in \widetilde{V}_{j}, \quad j=1,2,
\]
one can rewrite (7.4) as
\[
\begin{align*}
a\left(u_{1}^{n-1 / 2}-u^{n-1}, v\right) & =a\left(u-u^{n-1}, v\right), \quad v \in \widetilde{V}_{1}, u_{1}^{n-1 / 2}-u^{n-1} \in \widetilde{V}_{1}  \tag{7.5}\\
a\left(u_{2}^{n}-u^{n-1 / 2}, v\right) & =a\left(u-u^{n-1 / 2}, v\right),
\end{align*}
\]

It is easy and convenient to describe the method in terms of two projections \(P_{j}, j=1,2\), onto \(\widetilde{V}_{j}\), defined by
\[
a\left(P_{j} v, w\right)=a(v, w), \quad \forall w \in \widetilde{V}_{j} .
\]

Then, (7.5) obviously means
\[
\begin{aligned}
u^{n-1 / 2}-u^{n-1} & =P_{1}\left(u-u^{n-1}\right) \\
u^{n}-u^{n-1 / 2} & =P_{2}\left(u-u^{n-1 / 2}\right),
\end{aligned}
\]
or equivalently
\[
\begin{aligned}
u-u^{n-1 / 2} & =\left(I-P_{1}\right)\left(u-u^{n-1}\right), \\
u-u^{n} & =\left(I-P_{2}\right)\left(u-u^{n-1 / 2}\right),
\end{aligned}
\]
where \(I\) is the identity operator. Therefore, the error propagates as
\[
\begin{equation*}
u-u^{n}=\left(I-P_{2}\right)\left(I-P_{1}\right)\left(u-u^{n-1}\right) . \tag{7.6}
\end{equation*}
\]

Domain Decomposition for FEMs: Now, let \(V^{h}\) be the piecewise linear FE subspace of \(V\) corresponding to a regular triangulation \(\mathcal{T}_{h}\). Then the FE method for the variational problem (7.2) can be formulated as follows: Find \(u^{h} \in V^{h}\) such that
\[
\begin{equation*}
a\left(u^{h}, v^{h}\right)=\left(f, v^{h}\right), \quad v^{h} \in V^{h} \tag{7.7}
\end{equation*}
\]

The FE procedure corresponding to the DDM (7.3) is formulated by finding iterates \(\left\{u^{n-1 / 2}, u^{n}\right\}\) from \(V^{h}\). One can consider analogous projections \(P_{j}, j=\) 1,2 , onto \(\widetilde{V}_{j}^{h}\left(:=\widetilde{V}_{j} \cap V^{h}\right)\) for FE methods. Then, the error for the FE methods propagates as
\[
\begin{equation*}
u^{h}-u^{h, n}=\left(I-P_{2}\right)\left(I-P_{1}\right)\left(u^{h}-u^{h, n-1}\right) . \tag{7.8}
\end{equation*}
\]

So, the FE formulation of (7.3) can be viewed as an iterative method for solving
\[
\begin{equation*}
\left(P_{1}+P_{2}-P_{2} P_{1}\right) u^{h}=g^{h}, \tag{7.9}
\end{equation*}
\]
with an appropriate right hand side \(g^{h}\). Here the upshot/hope is that the condition number of \(\left(P_{1}+P_{2}-P_{2} P_{1}\right)\) is much smaller than that of the original algebraic system.

\section*{Notes}
- The multiplicative Schwarz method has an important variant, i.e., the additive Schwarz method which decouples the subproblems (7.3.a)-(7.3.c) and (7.3.d)-(7.3.f). In additive Schwarz method, (7.3.f) is replaced by
\[
u_{2}^{n}=u_{1}^{n-1}, \quad \text { on } \widetilde{\Gamma}_{21} ;
\]
the additive algorithm is a simple iterative method for solving
\[
\begin{equation*}
\left(P_{1}+P_{2}\right) u^{h}=g_{0}^{h} \tag{7.10}
\end{equation*}
\]
for some \(g_{0}^{h}\); see Exercise 7.1.
- Such Schwarz methods can be generalized immediately to any number of overlapping subdomains \(\widetilde{\Omega}_{j}\) expanded from the original nonoverlapping subdomains \(\Omega_{j}, j=1,2, \cdots, M\).

\subsection*{7.2.4. Coarse subspace correction}

Let \(H_{j}\) measure the size of \(\Omega_{j}\) and
\[
H=\max _{j=1, \cdots, M} H_{j} .
\]

It is known that a DD preconditioner for which the new iterate is updated by the former solutions on local subregions of diameter on the order of \(H\) has a condition number which grows at least as fast as \(1 / H^{2}\); see [19] and references therein.

To overcome this difficulty, one can introduce the coarse subspace correction technique as a preconditioner. Then, our FE space is represented as the sum of \(M+1\) subspaces
\[
\begin{equation*}
V^{h}=V_{0}^{h}+\widetilde{V}_{1}^{h}+\cdots+\widetilde{V}_{M}^{h} \tag{7.11}
\end{equation*}
\]
where \(V_{0}^{h}=V^{H}\), the piecewise linear FE space on the coarse mesh defined by the nonoverlapping partition \(\left\{\Omega_{j}\right\}\). (We have implicitly assumed that each subdomain is triangle.)

The corresponding additive algorithm can be viewed as an iterative method for solving
\[
\begin{equation*}
P u^{h}=\left(P_{0}+P_{1}+\cdots+P_{M}\right) u^{h}=G^{h}, \tag{7.12}
\end{equation*}
\]
for an appropriate \(G^{h}\), where \(P_{0}\) is the projection from \(V^{h}\) to \(V^{H}\).

Known: Let \(\lambda_{*}>0\) and \(\lambda^{*}>0\) be the minimum and the maximum eigenvalues for a symmetric positive definite (SPD) matrix \(A\), respectively. The condition number of \(A, \kappa(A)\), is defined by
\[
\kappa(A)=\lambda^{*} / \lambda_{*} .
\]

The required iteration number for the CG method to solve SPD systems is \(\mathcal{O}(\sqrt{\kappa(A)})\) for a given accuracy. (For more general systems, GMRES [59] and QMR [24] can be used.) The following result was established by Dryja and Widlund [19].
Theorem 7.1. Let \(\delta=\min _{j=1, \cdots, M} \operatorname{dist}\left(\partial \Omega_{j} \backslash \partial \Omega, \partial \widetilde{\Omega}_{j} \backslash \partial \Omega\right)>0\). Assume the problem coefficient \(a\) is continuous on \(\bar{\Omega}\). Then, the condition number of the additive Schwarz method for solving (7.12) satisfies
\[
\begin{equation*}
\kappa(P) \leq C(1+H / \delta), \tag{7.13}
\end{equation*}
\]
where \(C\) is independent of \(H, h\), and \(\delta\).
If there is no coarse subspace correction, (7.13) must be replaced by (see [45])
\[
\kappa(P) \leq C\left(1+\frac{1}{H_{\min }^{2}} \frac{H}{\delta}\right)
\]
where \(H_{\min }\) is the minimum diameter of the subdomains.

\section*{Final Notes}
- Introducing a global solver at a modest cost is the key to efficiency of iterative algorithms.
- On the other hand, if the overlap is a fraction of \(H\), the condition number in (7.13) is bounded uniformly by a constant.
- In numerical simulations, however, the requirement on the amount of overlap may degrade the algorithm due to a heavy cost of local solvers. Consider the algorithm with a small overlap. The number of CG iterations is higher in such a case, but this can be compensated for by cheaper local problem solvers.
- The condition number for DD methods incorporating a small overlap together with a coarse subspace solver is often bounded by
\[
\begin{equation*}
\kappa(P) \leq C(1+\log (H / h))^{r}, \quad r=2,3, \text { or } 4, \tag{7.14}
\end{equation*}
\]
where \(r\) depends on the amount of overlap and the regularity of the diffusion coefficient \(a\).
- The convergence analysis of Schwarz method is more complicated when the subdomains overlap less. See [47] and the survey papers [19, 45] for details.

\subsection*{7.3. Nonoverlapping DDMs}

\subsection*{7.3.1. Multi-domain formulation}

Recall the model problem: Find \(u \in V=H_{0}^{1}(\Omega)\) such that
\[
\begin{array}{cc}
L u:=-\nabla \cdot(a(\mathbf{x}) \nabla u)=f(\mathbf{x}), & \mathbf{x} \in \Omega, \\
u=0, & \mathbf{x} \in \Gamma, \tag{7.15}
\end{array}
\]
where we assumed that \(0<a_{*} \leq a(\mathbf{x}) \leq a^{*}<\infty\).
Consider a nonoverlapping partition \(\left\{\Omega_{j}: j=1,2, \cdots, M\right\}\) of \(\Omega\) :
\[
\begin{array}{ll}
\bar{\Omega}=\cup_{j=1}^{M} \bar{\Omega}_{j} ; & \Omega_{j} \cap \Omega_{k}=\emptyset, \quad j \neq k ; \\
\Gamma_{j}=\Gamma \cap \partial \Omega_{j} ; & \Gamma_{j k}=\Gamma_{k j}=\partial \Omega_{j} \cap \partial \Omega_{k} .
\end{array}
\]

Let \(u_{j}\) denote the restriction of \(u\) to \(\Omega_{j}\).

Then, the problem (7.15) can be formulated as follows: Find \(\left\{u_{j}\right\}\) such that
(a) \(L u_{j}=f, \quad \mathbf{x} \in \Omega_{j}\),
(b) \(u_{j}=0, \quad \mathrm{x} \in \Gamma_{j}\),
(c) \(u_{j}=u_{k}, \quad \mathrm{x} \in \Gamma_{j k}\),
(d) \(\frac{\partial u_{j}}{\partial \nu_{L, j}}=-\frac{\partial u_{k}}{\partial \nu_{L, k}}, \quad \mathbf{x} \in \Gamma_{j k}\),
where the conormal derivative is defined as
\[
\frac{\partial u_{j}}{\partial \nu_{L, j}}=a \nabla u_{j} \cdot \mathbf{n}_{j},
\]
where \(\mathbf{n}_{j}\) indicates the unit outer normal from \(\partial \Omega_{j}\).
- Equations (7.16.c)-(7.16.d) are the transmission conditions which impose the continuity of the solution and its conormal fluxes on the subdomain interfaces.
- Nonoverlapping DDMs can be characterized depending on how the transmission conditions are incorporated in the iteration procedure.

We first introduce the Steklov-Poincaré operator which is useful for the convergence analysis for the variational formulation of the DDMs.

\subsection*{7.3.2. The Steklov-Poincaré operator}

Let \(\lambda_{j k}\) be the unknown value of \(u\) on \(\Gamma_{j k}\). Consider the following Dirichlet problems:
\[
\begin{array}{ll}
L w_{j}=f, & \mathbf{x} \in \Omega_{j}, \\
w_{j}=0, & \mathbf{x} \in \Gamma_{j},  \tag{7.17}\\
w_{j}=\lambda_{j k}, & \mathbf{x} \in \Gamma_{j k}
\end{array}
\]
for \(j=1, \cdots, M\). Then, we can state that
\[
\begin{equation*}
w_{j}=u_{j}^{0}+u_{j}^{*}, \tag{7.18}
\end{equation*}
\]
where \(\left\{u_{j}^{0}\right\}\) and \(\left\{u_{j}^{*}\right\}\) are defined as the solutions of
\[
\begin{array}{ll}
L u_{j}^{0}=0, & \mathbf{x} \in \Omega_{j}, \\
u_{j}^{0}=0, & \mathbf{x} \in \Gamma_{j},  \tag{7.19}\\
u_{j}^{0}=\lambda_{j k}, & \mathbf{x} \in \Gamma_{j k},
\end{array}
\]
and
\[
\begin{array}{ll}
L u_{j}^{*}=f, & \mathbf{x} \in \Omega_{j}, \\
u_{j}^{*}=0, & \mathbf{x} \in \Gamma_{j},  \tag{7.20}\\
u_{j}^{*}=0, & \mathbf{x} \in \Gamma_{j k},
\end{array}
\]

Note that when \(a(\mathbf{x})=1, u_{j}^{0}\) is the harmonic extension of \(\left\{\lambda_{j k}\right\}\) (for \(k\) 's such that \(\Gamma_{j k} \neq \emptyset\) ) into \(\Omega_{j}\); for general coefficients, we still call it the harmonic extension and denote by \(H_{j} \lambda_{j k}\). We will also write \(G_{j} f\) instead of \(u_{j}^{*}, j=1, \cdots, M\).

It follows from comparing (7.16) with (7.17) that
\[
\begin{align*}
\left\{u_{j}\right. & =w_{j}, \forall j \\
& =1, \cdots, M\}  \tag{7.21}\\
\Longleftrightarrow\left\{\frac{\partial w_{j}}{\partial \nu_{L, j}}\right. & \left.=-\frac{\partial w_{k}}{\partial \nu_{L, k}}, \forall j, k \text { such that } \Gamma_{j k} \neq \emptyset\right\}
\end{align*}
\]

The latter condition equivalently amounts to the requirement that each of \(\left\{\lambda_{j k}\right\}\) satisfies the Steklov-Poincaré interface equation
\[
\begin{equation*}
S_{j k} \lambda_{j k}=\chi_{j k}, \tag{7.22}
\end{equation*}
\]
where \(S=\left\{S_{j k}\right\}\) is the Steklov-Poincaré operator defined as
\[
\begin{equation*}
S_{j k} \eta=\frac{\partial}{\partial \nu_{L, j}} H_{j} \eta+\frac{\partial}{\partial \nu_{L, k}} H_{k} \eta \tag{7.23}
\end{equation*}
\]
for \(\eta\) defined on \(\Gamma_{j k}(\neq \emptyset)\), and
\[
\begin{equation*}
\chi_{j k}=-\left(\frac{\partial}{\partial \nu_{L, j}} G_{j} f+\frac{\partial}{\partial \nu_{L, k}} G_{k} f\right) . \tag{7.24}
\end{equation*}
\]

The operator \(S\) is symmetric, positive definite (coercive), and continuous.
Here the goal is to find \(\left\{\lambda_{j k}\right\}\) such that \(\lambda_{j k}=\left.u\right|_{\Gamma_{j k}}\), which must satisfy (7.22). Some DDMs update the iterates \(\left\{\lambda_{j k}^{n}\right\}\) by iteratively solving (7.22), of which each step solves the subproblems in (7.19) and (7.20). The process can be understood easily by considering the algebraic system of the discrete SteklovPoincaré operator, which is known as the Schur complement matrix.

\subsection*{7.3.3. The Schur complement matrix}

Consider the FE method for the variational form (7.7). Let \(N_{j}\) denote the number of interior nodes in \(\Omega_{j}, j=1,2, \cdots, M\), and \(N_{B}\) be the number of nodal points on \(\cup \Gamma_{j k}\). Thus the total number of nodes are \(N_{1}+\cdots+N_{M}+N_{B}\). We order the interior nodes of \(\left\{\Omega_{j}\right\}\) 'first and those on \(\cup \Gamma_{j k}\) next. Then, the algebraic system of (7.7) can be written as
\[
A \mathbf{u}:=\left[\begin{array}{ll}
A_{I I} & A_{I B}  \tag{7.25}\\
A_{B I} & A_{B B}
\end{array}\right]\left[\begin{array}{c}
\mathbf{u}_{I} \\
\mathbf{u}_{B}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{f}_{I} \\
\mathbf{f}_{B}
\end{array}\right],
\]
where \(A_{I I}\) is a block diagonal matrix and \(A_{B I}=A_{I B}^{T}\) :
\[
\begin{aligned}
& A_{I I}=\operatorname{diag}\left(A_{11}, A_{22}, \cdots, A_{M M}\right) \\
& A_{B I}=\left(A_{B 1}, A_{B 2}, \cdots, A_{B M}\right)
\end{aligned}
\]

Here the \(s r\)-th entry of \(A_{j j}\), the \(\ell r\)-th entry of \(A_{B j}\), and the \(\ell m\)-th entry of \(A_{B B}\) are given by
\[
\begin{array}{ll}
\left(A_{j j}\right)_{s r}=a_{j}\left(\varphi_{r}^{(j)}, \varphi_{s}^{(j)}\right), & s, r=1, \cdots, N_{j}, \\
\left(A_{B j}\right)_{\ell r}=a_{j}\left(\varphi_{r}^{(j)}, \varphi_{\ell}^{(B)}\right), & \ell=1, \cdots, N_{B}, \quad r=1, \cdots, N_{j} \\
\left(A_{B B}\right)_{\ell m}=\sum_{j} a_{j}\left(\varphi_{m}^{(B)}, \varphi_{\ell}^{(B)}\right), & \ell, m=1, \cdots, N_{B}
\end{array}
\]
where \(a_{j}(\cdot, \cdot)\) is the restriction of \(a(\cdot, \cdot)\) to \(\Omega_{j}\), and \(\varphi_{s}^{(j)}\) and \(\varphi_{\ell}^{(B)}\) are the basis functions associated with nodes lying in \(\Omega_{j}\) and \(\cup \Gamma_{j k}\), respectively.

By eliminating all degrees of freedom that are associated with interior nodes of subdomains, (7.25) reduces to the following interface problem:
\[
\begin{equation*}
\Sigma \mathbf{u}_{B}=\mathbf{f}_{B}-A_{I B}^{T} A_{I I}^{-1} \mathbf{f}_{I}, \tag{7.26}
\end{equation*}
\]
where \(\Sigma\) is the Schur complement matrix defined as
\[
\Sigma=A_{B B}-A_{I B}^{T} A_{I I}^{-1} A_{I B} .
\]

The matrix \(\Sigma\) is exactly the algebraic counterpart of the discrete SteklovPoincaré operator; it can be proved symmetric positive definite, as for the Steklov-Poincaré operator.

In early substructuring techniques of the 1960's, the interface problem (7.26) was solved by a direct solver (for which a frontal method was often employed mainly due to insufficient computer memory). Most of the recent iterative nonoverlapping DDMs can be explained as preconditioning techniques for solving the interface problem by the CG method.

Each matrix-vector multiplication with \(\Sigma\) involves \(M\) subdomain solves, i.e.,
\[
A_{I I}^{-1}=\operatorname{diag}\left(A_{11}^{-1}, \cdots, A_{M M}^{-1}\right),
\]
which can be carried out in parallel.

\section*{Convergence}
- As reported in Le Tallec [45], the condition number of \(\Sigma\) is bounded as
\[
\kappa(\Sigma) \leq C \frac{H}{h H_{\min }^{2}},
\]
where \(H\) and \(H_{\text {min }}\) are respectively the maximum and minimum diameters of the subdomains.
- Thus a mathematical challenge is to construct a preconditioner for \(\Sigma\) such that the convergence rate of the preconditioned iterative method becomes independent on both \(h\) and \(H\).
- However, in practice the incorporation of such an optimal preconditioner may not imply that the resulting algorithm is fastest in computation time. We refer interested readers to Quarteroni and Valli [57].

\subsection*{7.4. Iterative DDMs Based on Transmission Conditions}

\subsection*{7.4.1. The Dirichlet-Neumann method}

As it is called, some subproblems are solved using Dirichlet data on the interfaces and the others use Neumann data. We may separate the subdomains into two groups by a red-black coloring.

Let \(I_{R}\) and \(I_{B}\) be respectively the indices of the red and black subdomains. Then, the method is formulated as follows: For given \(\left\{\lambda_{j k}^{0}\right\}\), find \(\left\{u_{j}^{n}\right\}, n \geq 1\), by recursively solving
\[
\left.\begin{array}{l}
\text { (a) } \begin{cases}L u_{j}^{n}=f, & \mathbf{x} \in \Omega_{j}, \\
u_{j}^{n}=0, & \mathbf{x} \in \Gamma_{j}, \\
u_{j}^{n}=\lambda_{j k}^{n-1}, & \mathbf{x} \in \Gamma_{j k},\end{cases} \\
\text { (b) } \begin{cases}L u_{B},\end{cases}  \tag{7.27}\\
\begin{array}{ll}
u_{j}^{n}=0, & \mathbf{x} \in \Omega_{j}, \\
\frac{\partial u_{j}^{n}}{\partial \nu_{L, j}}=-\frac{\partial u_{k}^{n}}{\partial \nu_{L, k}}, & \mathbf{x} \in \Gamma_{j k},
\end{array} \quad j \in I_{R},
\end{array}\right\} \begin{aligned}
& \text { (c) } \lambda_{j k}^{n}=\theta_{j k} u_{j, R}^{n}+\left(1-\theta_{j k}\right) \lambda_{j k}^{n-1,},
\end{aligned}
\]
where \(\left\{\theta_{j k}\right\}>0\) is an acceleration parameter and \(u_{j, R}^{n}\) denotes the solution from the subdomains colored red.

The acceleration parameter is often set less than one; the method without relaxation (i.e., \(\theta_{j k} \equiv 1\) ) is not necessarily convergent, unless special assumptions are made on the size of the subdomains. We refer readers interested in the Dirichlet-Neumann method to [4, 6, 52] and [57] for details.

\subsection*{7.4.2. The Neumann-Neumann method}

This method requires solving the subproblems twice, one with Dirichlet-Dirichlet data and the other with Neumann-Neumann data: For given \(\left\{\lambda_{j k}^{0}\right\}\), find \(\left\{u_{j}^{n}\right\}\), \(n \geq 1\), satisfying
\[
\begin{align*}
& \text { (a) } \begin{cases}L u_{j}^{n}=f, & \mathbf{x} \in \Omega_{j}, \\
u_{j}^{n}=0, & \mathbf{x} \in \Gamma_{j}, \\
u_{j}^{n}=\lambda_{j k}^{n-1}, & \mathbf{x} \in \Gamma_{j k},\end{cases} \\
& \text { (b) } \begin{cases}L v_{j}^{n}=0, & \mathbf{x} \in \Omega_{j}, \\
v_{j}^{n}=0, & \mathbf{x} \in \Gamma_{j}, \\
\frac{\partial v_{j}^{n}}{\partial \nu_{L, j}}=\frac{\partial u_{j}^{n}}{\partial \nu_{L, j}}+\frac{\partial u_{k}^{n}}{\partial \nu_{L, k}}, & \mathbf{x} \in \Gamma_{j k},\end{cases}  \tag{7.28}\\
& \text { (c) } \lambda_{j k}^{n}=\lambda_{j k}^{n-1}-\left.\theta_{j k}\left(\sigma_{j k} v_{j}^{n}+\left(1-\sigma_{j k}\right) v_{k}^{n}\right)\right|_{\Gamma_{j k},}, j>k,
\end{align*}
\]
where \(\left\{\theta_{j k}\right\}>0\) is again an acceleration parameter and \(\left\{\sigma_{j k}\right\}\) is an averaging coefficient.

The Neumann-Neumann method was studied in [1, 5, 12, 50]. It is known that the method is efficient when the subdomains are similar [45]. The resulting condition number (without a coarse grid solver) has been shown to be [12]
\[
\kappa\left(M^{-1} A\right) \leq \frac{C}{H^{2}}\left(1+\log \frac{H}{h}\right)^{2}
\]
where \(M\) is the Neumann-Neumann preconditioning matrix for \(A\).

\subsection*{7.4.3. The Robin method}

The method was first suggested by Lions [48] and has been applied to various physical problems with a great efficiency; see e.g. [13, 17, 36, 38, 41, 42, 53].

For given \(\left\{u_{j}^{0}\right\}\), find \(\left\{u_{j}^{n}\right\}, n \geq 1\), satisfying
\[
\begin{array}{ll}
\text { (a) } L u_{j}^{n}=f, & \mathbf{x} \in \Omega_{j} \\
\text { (b) } u_{j}^{n}=0, & \mathbf{x} \in \Gamma_{j} \\
\text { (c) } \frac{\partial u_{j}^{n}}{\partial \nu_{L, j}}+\theta_{j k} u_{j}^{n}=-\frac{\partial u_{k}^{n-1}}{\partial \nu_{L, k}}+\theta_{j k} u_{k}^{n-1}, & \mathbf{x} \in \Gamma_{j k} \tag{7.29}
\end{array}
\]
where \(\left\{\theta_{j k}\right\} \geq 0\) is an acceleration parameter with
\[
\theta_{j k}+\theta_{k j}>0 .
\]

Lions [48] proved the convergence of the method through an energy estimate on the interfaces.

Note that (7.29.c) is defined twice on each of \(\Gamma_{j k}\) from both sides of the interface:
\[
\begin{aligned}
\frac{\partial u_{j}^{n}}{\partial \nu_{L, j}}+\theta_{j k} u_{j}^{n} & =-\frac{\partial u_{k}^{n-1}}{\partial \nu_{L, k}}+\theta_{j k} u_{k}^{n-1} \\
\frac{\partial u_{k}^{n}}{\partial \nu_{L, k}}+\theta_{k j} u_{k}^{n} & =-\frac{\partial u_{j}^{n-1}}{\partial \nu_{L, j}}+\theta_{k j} u_{j}^{n-1}
\end{aligned}
\]

When the iterates converge, the limit \(\left\{u_{j}\right\}\) would satisfy the above equations in the same way (without the superscripts \(n\) and \(n-1\) ). By subtracting and adding the equations, one can get the transmission conditions (7.16.c)(7.16.d).

\subsection*{7.4.4. Remarks on DDMs of transmission conditions}
- The DDMs based on transmission conditions ((7.27), (7.28), and (7.29)) require to choose appropriate acceleration parameters to either guarantee or accelerate convergence. However, there is no guide line to be applied to various problems; finding the acceleration parameter is problematic.
- For the Robin method applied, Kim [37, 44] suggested an automatic way of choosing the acceleration parameter to solve the Helmholtz wave problem.
- A very important accuracy issue is related to the discrete transmission conditions. Recall that the standard discretization methods such as the FD and FE methods allow the conormal flux to be discontinuous at the element interfaces.
- Since the transmission conditions impose the continuity of both the solution and its conormal flux on the subdomain interfaces, there will be a flux conservation error, i.e., the discrete solution \(u^{h}\) would not satisfy (7.16.c)-(7.16.d) unless it is linear across the subdomain interfaces.

\section*{Flux conservation error}
- In practice, the flux conservation error can severely deteriorate accuracy of the computed solution.
- Thus the conormal flux must be treated with a special care, in particular, when the DDM is to be utilized as the main solver.
- When the DDM is used as a preconditioner, i.e., another algorithm such as a Krylov subspace method is applied as an outer iteration, the flux conservation error may affect the convergence speed of the resulting algorithm; however, the required accuracy of the solution can be achieved by the main solver (the outer iteration).


Figure 7.3: The five point stencil at a grid point on the interface \(\Gamma_{j k}\).
Discretization of the Robin boundary condition: To illustrate a way of dealing with the conormal flux, consider the Robin method applied to the Poisson equation, \(L=-\Delta\) :
\[
\begin{array}{lll}
\text { (a) } & -\Delta u_{j}^{n}=f, & \mathbf{x} \in \Omega_{j}, \\
\text { (b) } & \mathbf{x} \in \sum_{j}^{n}=0,  \tag{7.30}\\
\text { (c) } \frac{\partial u_{j}^{n}}{\partial \nu_{j}}+\beta u_{j}^{n}=-\frac{\partial u_{k}^{n-1}}{\partial \nu_{k}}+\beta u_{k}^{n-1}, & \mathbf{x} \in \Gamma_{j k},
\end{array}
\]
where \(\beta>0\) is a constant acceleration parameter.
Let the domain be discretized into uniform cells of edge size \(h\) and the subdomain interfaces \(\left\{\Gamma_{j k}\right\}\) coincide with parts of grid lines. Let \(\partial_{\mathbf{b}, j k} u_{j}\) and \(\partial_{\mathbf{f}, j k} u_{j}\) be the backward and forward differences for \(\partial u_{j} / \partial \nu_{j}\) on \(\Gamma_{j k}\), respectively. For example, at the nodal point \(o \in \Gamma_{j k}\) in Figure 7.3, they are defined as
\[
\begin{aligned}
& \partial_{\mathbf{b}, j k} u_{j}(\mathbf{o})=\left(u_{j}(\mathbf{o})-u_{j}(\mathbf{w})\right) / h, \quad \partial_{\mathbf{f}, j k} u_{j}(\mathbf{o})=\left(u_{j}(\mathbf{E})-u_{j}(\mathbf{o})\right) / h, \\
& \partial_{\mathbf{b}, k j} u_{k}(\mathbf{o})=\left(u_{k}(\mathbf{o})-u_{k}(\mathbf{E})\right) / h, \\
& \partial_{\mathbf{f}, k j} u_{k}(\mathbf{o})=\left(u_{k}(\mathbf{w})-u_{k}(\mathbf{o})\right) / h .
\end{aligned}
\]
(Here we have employed an exterior bordering of the subdomains.)

Let \(\Delta_{h} u_{j}\) be the central five-point difference approximation of \(\Delta u_{j}\). Then the DD iterative algorithm in the FD formulation can be defined as follows: For given \(\left\{u_{j}^{0}\right\}\), find \(\left\{u_{j}^{n}\right\}, n \geq 1\), by recursively solving
\[
\begin{array}{cl}
\text { (a) }-\Delta_{h} u_{j}^{n}=f, & \mathbf{x} \in \Omega_{j}, \\
u_{j}^{n}=0, & \mathbf{x} \in \Gamma_{j}, \\
\text { (b) } & \partial_{\mathbf{f}, j k} u_{j}^{n}+\beta u_{j}^{n}=-\partial_{\mathbf{b}, k j} u_{k}^{n-1}+\beta u_{k}^{n-1},  \tag{7.31}\\
\mathbf{x} \in \Gamma_{j k} .
\end{array}
\]

Note that (7.31.c) imposes the continuity of the discrete solution only, when the algorithm converges. Such a treatment of the Robin condition, a forwardbackward difference matching, was introduced by Kim [36, 38] to enforce equivalence of the DD method to the original discrete problem of the multilinear FE methods.

Equivalence: In the following, we will check the equivalence of algorithm (7.31) to the original discrete problem. It suffices to consider the algebraic equations of (7.31) at interface grid points. At the point o (in Figure 7.3), the equation (7.31.a) reads
\[
\begin{equation*}
4 u_{j, \mathbf{o}}^{n}-u_{j, \mathbf{E}}^{n}-u_{j, \mathbf{w}}^{n}-u_{j, \mathbf{s}}^{n}-u_{j, \mathbf{N}}^{n}=h^{2} f_{\mathbf{o}} \tag{7.32}
\end{equation*}
\]
where \(u_{j, \mathbf{o}}^{n}=u_{j}^{n}(\mathbf{o})\), the value of \(u_{j}^{n}\) at the point \(\mathbf{o}\), and the others are similarly defined.

The term \(u_{j, \mathrm{E}}^{n}\) in (7.32) evaluated at a point out of the subdomain \(\Omega_{j}\) can be substituted by using (7.31.c). Equation (7.31.c) is written as
\[
\frac{u_{j, \mathbf{E}}^{n}-u_{j, \mathbf{o}}^{n}}{h}+\beta u_{j, \mathbf{o}}^{n}=\frac{u_{k, \mathbf{E}}^{n-1}-u_{k, \mathbf{o}}^{n-1}}{h}+\beta u_{k, \mathbf{o}}^{n-1},
\]
or equivalently
\[
\begin{equation*}
u_{j, \mathbf{E}}^{n}-(1-\beta h) u_{j, \mathbf{o}}^{n}=u_{k, \mathbf{E}}^{n-1}-(1-\beta h) u_{k, \mathbf{o}}^{n-1} . \tag{7.33}
\end{equation*}
\]

Adding (7.32) and (7.33) reads
\[
\begin{equation*}
[4-(1-\beta h)] u_{j, \mathbf{o}}^{n}-u_{j, \mathbf{w}}^{n}-u_{j, \mathbf{s}}^{n}-u_{j, \mathbf{N}}^{n}=h^{2} f_{\mathbf{o}}+u_{k, \mathbf{E}}^{n-1}-(1-\beta h) u_{k, \mathbf{o}}^{n-1} \tag{7.34}
\end{equation*}
\]

In the same manner, one can treat cross points arising in a box-type decomposition of the domain. When the algorithm converges, the limit would clearly satisfy the original algebraic equation
\[
4 u_{\mathbf{o}}-u_{\mathbf{E}}-u_{\mathbf{w}}-u_{\mathbf{s}}-u_{\mathrm{N}}=h^{2} f_{\mathbf{o}},
\]
which proves the equivalence of (7.31) to the original discrete problem.
- It should be noticed that the standard FE formulation of (7.30) fails to get the original discrete solution, unless the original solution is linear across the subdomain interfaces. The forward-backward difference matching can be incorporated into the FE formulation to overcome the difficulty. See Exercises 7.2 and 7.3.
- For FD schemes, the normal derivatives in (7.30) can be approximated by the central differences, without a failure for the original FD solution. However, the convergence speed of the iteration may matter.

\subsection*{7.5. Homework}
1. Derive (7.10) for the additive Schwarz method for two overlapping subdomains.
2. Consider the bilinear FE method of grid size \(h\) on the unit square applied to the DD method (7.30): Given \(\left\{u_{j}^{h, 0}\right\}, u_{j}^{h, 0} \in V_{j}^{h}:=\left.V^{h}\right|_{\Omega_{j}}, j=1, \cdots, M\), find \(\left\{u_{j}^{h, n}\right\}, n \geq 1\), satisfying
\[
\begin{align*}
& \left(\nabla u_{j}^{h, n}, \nabla v\right)_{\Omega_{j}}+\sum_{k}\left\langle\beta u_{j}^{h, n}, v\right\rangle_{\Gamma_{j k}}=(f, v)_{\Omega_{j}} \\
& \quad+\sum_{k}\left\langle-\frac{\partial u_{k}^{h, n-1}}{\partial \nu_{k}}, v\right\rangle_{\Gamma_{j k}}+\sum_{k}\left\langle\beta u_{k}^{h, n-1}, v\right\rangle_{\Gamma_{j k}}, \quad v \in V_{j}^{h} \tag{7.35}
\end{align*}
\]
(a) Show that the algebraic equation of (7.35) at the boundary nodal point o as given in Figure 7.3 reads
\[
\begin{equation*}
(2+\beta h) u_{j, \mathbf{o}}^{n}-u_{j, \mathbf{w}}^{n}-\frac{1}{2} u_{j, \mathbf{s}}^{n}-\frac{1}{2} u_{j, \mathbf{N}}^{n}=\frac{h^{2}}{2} f_{\mathbf{o}}+u_{k, \mathbf{k}}^{n-1}-(1-\beta h) u_{k, \mathbf{o}}^{n-1}, \tag{7.36}
\end{equation*}
\]
provided that the mass-lumping quadrature rule is used.
(b) Show that (7.36) is equivalent to (7.34), in their limits, if the discrete solution is linear across the subdomain boundary \(\Gamma_{j k}\).
3. A modification of (7.35) can be obtained incorporating the forward-backward difference matching (7.31.c) as follows: Given \(\left\{u_{j}^{h, 0}\right\}, u_{j}^{h, 0} \in V_{j}^{h}, j=1, \cdots, M\), find \(\left\{u_{j}^{h, n}\right\}, n \geq 1\), satisfying
\[
\begin{align*}
& \left(\nabla u_{j}^{h, n}, \nabla v\right)_{\Omega_{j}}+\sum_{k}\left\langle-\partial_{\mathbf{c}, j k} u_{j}^{h, n}, v\right\rangle_{\Gamma_{j k}}=(f, v)_{\Omega_{j}}, \quad v \in V_{j}^{h},  \tag{7.37}\\
& \partial_{\mathbf{f}, j k} u_{j}^{n}+\beta u_{j}^{n}=-\partial_{\mathbf{b}, k j} u_{k}^{n-1}+\beta u_{k}^{n-1}, \quad \mathbf{x} \in \Gamma_{j k},
\end{align*}
\]
where \(\partial_{\mathbf{c}, j k} u_{j}^{h, n}\) is the central approximation of \(\frac{\partial u_{j}^{h, n}}{\partial \nu_{j}}\), i.e., \(\partial_{\mathbf{c}, j k}=\left(\partial_{\mathbf{b}, j k}+\right.\) \(\left.\partial_{\mathbf{f}, j k}\right) / 2\). (We have assumed the outer bordering.) Equations (7.37) can be rewritten as
\[
\begin{align*}
& \left(\nabla u_{j}^{h, n}, \nabla v\right)_{\Omega_{j}}+\sum_{k}\left\langle\frac{1}{2}\left(-\partial_{\mathbf{b}, j k} u_{j}^{h, n}+\beta u_{j}^{n}\right), v\right\rangle_{\Gamma_{j k}}  \tag{7.38}\\
& \quad=(f, v)_{\Omega_{j}}+\sum_{k}\left\langle\frac{1}{2}\left(-\partial_{\mathbf{b}, k j} u_{k}^{h, n-1}+\beta u_{k}^{n-1}\right), v\right\rangle_{\Gamma_{j k}}, \quad v \in V_{j}^{h} .
\end{align*}
\]

Prove that the algorithm (7.38) solves the original discrete solution if it converges.

\section*{Chapter 8}

\section*{Multigrid Methods*}

See sepatate hand-out.

\subsection*{8.1. Introduction to Multigrid Methods}
8.2. Homework 299

\subsection*{8.2. Homework}
1.

\section*{Chapter 9}

\section*{Locally One-Dimensional Methods}

Explicit schemes for parabolic equations are easy to implement, but they are stable only if the time step size is chosen sufficiently small: \(\Delta t=\mathcal{O}\left(\Delta x^{2}\right)\). Implicit methods are often unconditionally stable; however, a large algebraic system must be solved (directly or iteratively) for the time integration on each of the space-time slices. In this chapter, we will introduce the locally onedimensional (LOD) methods such as the alternating direction implicit (ADI) method and the fractional step (FS) method, in order to solve the algebraic system of equations efficiently. The LOD methods can be viewed as a perturbation of standard implicit methods.

\subsection*{9.1. Heat Conduction in 1D Space: Revisited}

Let \(\Omega=(0,1)\) and \(J=(0, T]\), for some \(T>0\). Consider the following simplest model problem for parabolic equations in 1D:
\[
\begin{array}{cl}
u_{t}-u_{x x}=0, & (x, t) \in \Omega \times J \\
u=0, & (x, t) \in \Gamma \times J  \tag{9.1}\\
u=u_{0}, & x \in \Omega, \quad t=0
\end{array}
\]
where \(\Gamma\) is the boundary of \(\Omega\), i.e., \(\Gamma=\{0,1\}\), and \(u_{0}\) is the prescribed initial value of the solution at \(t=0\).

Let
\[
\begin{array}{ll}
\Delta t=T / n_{t}, & t^{n}=n \Delta t, \quad n=0,1, \cdots, n_{t} \\
\Delta x=1 / n_{x}, & x_{j}=j \Delta x, \quad j=0,1, \cdots, n_{x}
\end{array}
\]
for some positive integers \(n_{t}\) and \(n_{x}\). Define \(u_{j}^{n}=u\left(x_{j}, t^{n}\right)\). Let \(\mathcal{A}_{1}\) be the central second-order approximation of \(-\partial_{x x}\), defined as
\[
\mathcal{A}_{1} u_{j}^{n}:=\frac{-u_{j-1}^{n}+2 u_{j}^{n}-u_{j+1}^{n}}{\Delta x^{2}}
\]

Then the \(\theta\)-method for (9.1) is
\[
\begin{equation*}
\frac{v^{n}-v^{n-1}}{\Delta t}+\mathcal{A}_{1}\left[\theta v^{n}+(1-\theta) v^{n-1}\right]=0, \quad \theta \in[0,1] \tag{9.2}
\end{equation*}
\]
or equivalently
\[
\begin{equation*}
\left(I+\theta \Delta t \mathcal{A}_{1}\right) v^{n}=\left[I-(1-\theta) \Delta t \mathcal{A}_{1}\right] v^{n-1}, \quad \theta \in[0,1] . \tag{9.3}
\end{equation*}
\]

Forward Euler method ( \(\theta=0\) ): The algorithm (9.3) is reduced to
\[
v^{n}=\left(I-\Delta t \mathcal{A}_{1}\right) v^{n-1},
\]
which is explicit and cheap to compute the solution in each time level. However, we shall see later that its stability requires to choose \(\Delta t\) small enough to satisfy
\[
\mu=\frac{\Delta t}{\Delta x^{2}} \leq \frac{1}{2}
\]

Backward Euler method \((\theta=1)\) : This is an implicit method written as
\[
\left(I+\Delta t \mathcal{A}_{1}\right) v^{n}=v^{n-1} .
\]

The method must invert a tridiagonal matrix to get the solution in each time level. But it is stable independently on the choice of \(\Delta t\).
Crank-Nicolson method ( \(\theta=1 / 2\) ):
\[
\left(I+\frac{\Delta t}{2} \mathcal{A}_{1}\right) v^{n}=\left(I-\frac{\Delta t}{2} \mathcal{A}_{1}\right) v^{n-1} .
\]

It requires to solve a tridiagonal system in each time level, as in the backward Euler method. However, the Crank-Nicolson method is most popular, because
- it is unconditionally stable
- its error \(=\mathcal{O}\left(\Delta x^{2}+\Delta t^{2}\right)\)

It is often called a semi-implicit method.

\section*{Stability analysis}

Components of the algebraic system (9.3) are
\[
\begin{align*}
& -\theta \mu v_{j-1}^{n}+(1+2 \theta \mu) v_{j}^{n}-\theta \mu v_{j+1}^{n}  \tag{9.4}\\
& \quad=(1-\theta) \mu v_{j-1}^{n-1}+[1-2(1-\theta) \mu] v_{j}^{n-1}+(1-\theta) \mu v_{j+1}^{n-1}
\end{align*}
\]
where \(\mu=\Delta t / \Delta x^{2}\).
For an stability analysis for this one-parameter family of systems, substitute \(g^{n} e^{i j \vartheta}\) for \(v_{j}^{n}\) in (9.4) to have
\[
\begin{aligned}
& g\left[-\theta \mu e^{-i j \vartheta}+(1+2 \theta \mu)-\theta \mu e^{i j \vartheta}\right] \\
& \quad=(1-\theta) \mu e^{-i j \vartheta}+[1-2(1-\theta) \mu]+(1-\theta) \mu e^{i j \vartheta},
\end{aligned}
\]
i.e.,
\[
g=\frac{1-2(1-\theta) \mu(1-\cos \vartheta)}{1+2 \theta \mu(1-\cos \vartheta)}=\frac{1-4(1-\theta) \mu \sin ^{2} \frac{\vartheta}{2}}{1+4 \theta \mu \sin ^{2} \frac{\vartheta}{2}}
\]

Because \(\mu>0\) and \(\theta \in[0,1]\), the amplification factor \(g\) cannot be larger than one. The condition \(g \geq-1\) is equivalent to
\[
1-4(1-\theta) \mu \sin ^{2} \frac{\vartheta}{2} \geq-\left[1+4 \theta \mu \sin ^{2} \frac{\vartheta}{2}\right]
\]
or
\[
(1-2 \theta) \mu \sin ^{2} \frac{\vartheta}{2} \leq \frac{1}{2}
\]

Thus (9.3) is stable if
\[
\begin{equation*}
(1-2 \theta) \mu \leq \frac{1}{2} \tag{9.5}
\end{equation*}
\]

\section*{In conclusion:}
- The \(\theta\)-method is unconditionally stable for \(\theta \geq 1 / 2\), because every choice of \(\mu\) satisfies the above inequality.
- When \(\theta<1 / 2\), the method is stable only if
\[
\begin{equation*}
\mu=\frac{\Delta t}{\Delta x^{2}} \leq \frac{1}{2(1-2 \theta)}, \quad \theta \in[0,1 / 2) \tag{9.6}
\end{equation*}
\]
- For example, the forward Euler method \((\theta=0)\) is stable only if
\[
\Delta t \leq \Delta x^{2} / 2
\]
\(\Delta t\) must be chosen sufficiently small for stability.

\section*{Maximum principle}

For heat conduction without interior sources/sinks, it is known mathematically and physically that the extreme values of the solution appear either in the initial data or on the boundary. This property is called the maximum principle. It is quite natural and sometimes very important to examine if the numerical solution satisfies the maximum principle, too.
Theorem 9.1. (Maximum principle for the \(\theta\)-method). Let the \(\theta\)-method be set satisfying \(\theta \in[0,1]\) and
\[
(1-\theta) \mu \leq \frac{1}{2}
\]

If the computed solution \(v\) has an interior maximum or minimum, then \(v\) is constant.

\section*{Error analysis}

Let
\[
e_{j}^{n}=u_{j}^{n}-v_{j}^{n},
\]
where \(u_{j}^{n}=u\left(x_{j}, t^{n}\right)\) with \(u\) being the exact solution of (9.1). Define
\[
\mathcal{E}^{n}=\max _{j}\left|e_{j}^{n}\right|, \quad \mathcal{T}^{n-1 / 2}=\max _{j}\left|\mathcal{T} u_{j}^{n-1 / 2}\right|,
\]
where \(\mathcal{T} u_{j}^{n-1 / 2}\) is the truncation error expanded at \(\left(x_{j}, t^{n-1 / 2}\right)\). Note that \(v_{j}^{0}=\) \(u_{j}^{0}, j=0, \cdots, n_{x}\), and therefore \(\mathcal{E}^{0}=0\).
Theorem 9.2. Let the \(\theta\)-method be set satisfying \(\theta \in[0,1]\) and \((1-\theta) \mu \leq \frac{1}{2}\). Then,
\[
\begin{equation*}
\mathcal{E}^{n} \leq \Delta t \sum_{k=1}^{n} \mathcal{T}^{k-1 / 2} \tag{9.7}
\end{equation*}
\]

It follows from (9.7) that
\[
\mathcal{E}^{n} \leq n \Delta t \max _{k} \mathcal{T}^{k-1 / 2} \leq T \max _{k} \mathcal{T}^{k-1 / 2},
\]
where \(T\) is the upper limit of the time variable.

\subsection*{9.2. Heat Equation in Two and Three Variables}

Let \(\Omega\) be a bounded domain in \(\mathbb{R}^{m}\), \(m=2\) or 3 , with boundary \(\Gamma=\partial \Omega\). Consider the parabolic problem
\[
\begin{array}{cl}
u_{t}-\nabla \cdot(a \nabla u)+c u=f, & (\mathbf{x}, t) \in \Omega \times J, \\
\alpha_{1} u_{\nu}+\alpha_{2} u=g, & (\mathbf{x}, t) \in \Gamma \times J,  \tag{9.8}\\
u=u_{0}, & \mathbf{x} \in \Omega, t=0,
\end{array}
\]
where
- \(a>0, c \geq 0, \alpha_{1} \geq 0\), and \(\alpha_{2} \geq 0\) are given functions, \(\alpha_{1}+\alpha_{2}>0\),
- the subscript \(\nu\) denotes the outer unit normal on \(\Gamma\),
- \(u_{0}\) is the prescribed initial value of the solution at \(t=0\), and
- \(f\) and \(g\) represent external sources and sinks.

\subsection*{9.2.1. The \(\theta\)-method}

Let \(\mathcal{T}_{h}\) be the mesh of \(\Omega\) consisting of elements of which the maximum edge size is \(h\). Let \(\mathcal{A}\) be the approximation of \(-\nabla \cdot a \nabla+c\) on the mesh \(\mathcal{T}_{h}\), having the \(p\)-th order accuracy, i.e.,
\[
\mathcal{A} u \approx-\nabla \cdot(a \nabla u)+c u+\mathcal{O}\left(h^{p}\right)
\]

Then, the \(\theta\)-method for (9.8) reads \({ }^{1}\)
\[
\begin{equation*}
\frac{v^{n}-v^{n-1}}{\Delta t}+\mathcal{A}\left[\theta v^{n}+(1-\theta) v^{n-1}\right]=f^{n-1 / 2}, \quad \theta \in[0,1] \tag{9.9}
\end{equation*}
\]
and the truncation error for the \(n\)-th time level is
\[
\delta^{n-1 / 2}=\mathcal{O}\left((1-2 \theta) \Delta t+\Delta t^{2}+h^{p}\right) .
\]

Note that \(\mathcal{A}\) is symmetric and nonnegative; it is positive definite when \(c>0\) or \(\alpha_{2}>0\).

Let \(\mathbf{v}^{n}\) be the solution vector in the \(n\)-th time level. Then the method (9.9) in its matrix representation reads
\[
\begin{equation*}
[I+\theta \Delta t \mathcal{A}] \mathbf{v}^{n}=\Delta t f^{n-1 / 2}+[I-(1-\theta) \Delta t \mathcal{A}] \mathbf{v}^{n-1} \tag{9.10}
\end{equation*}
\]

\footnotetext{
\({ }^{1}\) Here we used \(f^{n-1 / 2}\), instead of \(f^{n-1+\theta}\), for a simplier presentation.
}

\section*{Notes:}
- When \(\theta>0\), it is necessary to invert a matrix, either exactly or approximately, to get the solution in the new time level.
- When the domain is rectangular or cubic, the algebraic system (9.10) can be perturbed to become a series of traditional systems; the resulting problem can be solved very efficiently. This is the basic idea of the locally one-dimensional (LOD) methods to be treated in this chapter later.

\subsection*{9.2.2. Convergence analysis for \(\theta\)-method}

For a simpler presentation, we define
\[
\bar{\partial}_{t} v^{n}=\frac{v^{n}-v^{n-1}}{\Delta t}
\]

Let
\[
e^{n}=u^{n}-v^{n},
\]
where \(u^{n}\) is the exact solution of (9.8) at the time level \(t^{n}\). Then, the error equation associated with the \(\theta\)-method (9.9) is
\[
\begin{equation*}
\bar{\partial}_{t} e^{n}+\mathcal{A}\left[\theta e^{n}+(1-\theta) e^{n-1}\right]=\delta^{n-1 / 2} \tag{9.11}
\end{equation*}
\]

Choose \(\bar{\partial}_{t} e^{n}\) as a test function. Then, for \(n \geq 1\),
\[
\begin{equation*}
\left(\bar{\partial}_{t} e^{n}, \bar{\partial}_{t} e^{n}\right)+\left(\mathcal{A}\left[\theta e^{n}+(1-\theta) e^{n-1}\right], \bar{\partial}_{t} e^{n}\right)=\left(\delta^{n-1 / 2}, \bar{\partial}_{t} e^{n}\right) \tag{9.12}
\end{equation*}
\]

Note that
\[
\theta e^{n}+(1-\theta) e^{n-1}=\frac{1}{2}\left(\left(e^{n}+e^{n-1}\right)+(2 \theta-1)\left(e^{n}-e^{n-1}\right)\right)
\]
and therefore
\[
\begin{align*}
& \left(\mathcal{A}\left[\theta e^{n}+(1-\theta) e^{n-1}\right], \bar{\partial}_{t} e^{n}\right) \Delta t \\
& \quad=\frac{1}{2}\left[\left(\mathcal{A} e^{n}, e^{n}\right)-\left(\mathcal{A} e^{n-1}, e^{n-1}\right)\right.  \tag{9.13}\\
& \left.\quad+(2 \theta-1)\left(\mathcal{A} \bar{\partial}_{t} e^{n}, \bar{\partial}_{t} e^{n}\right) \Delta t^{2}\right], \quad n \geq 1
\end{align*}
\]

Multiply (9.12) by \(\Delta t\) and utilize (9.13) to have
\[
\begin{array}{r}
\left\|\bar{\partial}_{t} e^{n}\right\|^{2} \Delta t+\frac{2 \theta-1}{2}\left(\mathcal{A} \bar{\partial}_{t} e^{n}, \bar{\partial}_{t} e^{n}\right) \Delta t^{2} \\
+\frac{1}{2}\left[\left(\mathcal{A} e^{n}, e^{n}\right)-\left(\mathcal{A} e^{n-1}, e^{n-1}\right)\right]  \tag{9.14}\\
=\left(\delta^{n-1 / 2}, \bar{\partial}_{t} e^{n}\right) \Delta t, \quad n \geq 1 .
\end{array}
\]

Summing (9.14) beginning at \(n=1\) reads
\[
\begin{gather*}
\sum_{j=1}^{n}\left\|\bar{\partial}_{t} e^{j}\right\|^{2} \Delta t+\frac{2 \theta-1}{2} \sum_{j=1}^{n}\left(\mathcal{A} \bar{\partial}_{t} e^{j}, \bar{\partial}_{t} e^{j}\right) \Delta t^{2}+\frac{1}{2}\left(\mathcal{A} e^{n}, e^{n}\right)  \tag{9.15}\\
=\frac{1}{2}\left(\mathcal{A} e^{0}, e^{0}\right)+\sum_{j=1}^{n}\left(\delta^{j-1 / 2}, \bar{\partial}_{t} e^{j}\right) \Delta t
\end{gather*}
\]

Now, we apply the inequality \(\left(|a b| \leq\left(a^{2}+b^{2}\right) / 2\right)\) to the last term in (9.15) to obtain the following inequality:
\[
\begin{align*}
\sum_{j=1}^{n}\left\|\bar{\partial}_{t} e^{j}\right\|^{2} \Delta t & +(2 \theta-1) \sum_{j=1}^{n}\left(\mathcal{A} \bar{\partial}_{t} e^{j}, \bar{\partial}_{t} e^{j}\right) \Delta t^{2}+\left(\mathcal{A} e^{n}, e^{n}\right)  \tag{9.16}\\
\leq & \left(\mathcal{A} e^{0}, e^{0}\right)+\sum_{j=1}^{n}\left\|\delta^{j-1 / 2}\right\|^{2} \Delta t
\end{align*}
\]

Thus, the estimation of the error generated by the \(\theta\)-method is reduced to bounding the errors in \(v^{0}\) and the truncation error.

Note: The estimate (9.16) also indicates that
- The \(\theta\)-method is unconditionally stable for \(\theta \in[1 / 2,1]\).
- When \(\theta \in[0,1 / 2)\), it is stable if
\[
1+(2 \theta-1) \rho(\mathcal{A}) \Delta t \geq 0
\]
where \(\rho(\mathcal{A})\) is the spectral radius of \(\mathcal{A}\) (the largest eigenvalue of \(\mathcal{A}\) in modulus). Since
\[
\rho(\mathcal{A}) \approx 4 m\|a\|_{\infty} / h^{2}
\]
where \(m\) is the dimensionality and \(\|a\|_{\infty}=\max _{x \in \Omega}|a(x)|\), the \(\theta\)-method is stable if
\[
\begin{equation*}
\frac{\Delta t}{h^{2}} \leq \frac{1}{4(1-2 \theta) m\|a\|_{\infty}}, \quad \theta \in[0,1 / 2) \tag{9.17}
\end{equation*}
\]

The inequality in (9.17) is compared to the analysis in (9.6).
- The \(\theta\)-method is particularly interesting when \(\theta=1 / 2\), because the truncation error becomes second-order in time. This case is called the CrankNicolson or semi-implicit method. The spatial derivatives can be approximated to have a \(p\)-th order accuracy, \(p \geq 2\), independently on \(\theta\) or \(\Delta t\).

\subsection*{9.3. LOD Methods for the Heat Equation}

Over the last five decades or so, many time-stepping procedures have been introduced to allow multidimensional parabolic problems to be approximated accurately and efficiently. These procedures treat the spatial variables individually in a cyclic fashion; we shall call any such a procedure a locally one-dimensional (LOD) method. Here we will be mainly concerned with two families of these methods, namely the alternating direction implicit (ADI) methods [14, 18, 56] and the fractional-step (FS) procedures [20, 51, 71, 72]. These methods can be interpreted as perturbations of some underlying implicit multidimensional numerical method, such as the Crank-Nicolson or the backward Euler method. Recently, a unified approach of these LOD methods, along with strategies for virtual elimination of the splitting error, has been studied by Douglas and Kim [16].

\subsection*{9.3.1. The ADI method}

Consider the parabolic problem (9.8) defined on a rectangular domain \(\Omega \subset \mathbb{R}^{2}\). Let \(\mathcal{T}_{h}\) be a uniform mesh of rectangular elements of which the edge lengths are \(h_{x}\) and \(h_{y}, h=\max \left(h_{x}, h_{y}\right)\). Define
\[
\mathcal{A}_{1} u \approx-\left(a u_{x}\right)_{x}+\frac{1}{2} c u, \quad \mathcal{A}_{2} u \approx-\left(a u_{y}\right)_{y}+\frac{1}{2} c u
\]
which are finite difference or finite element approximations on the mesh \(\mathcal{T}_{h}\) having a truncation error of \(\mathcal{O}\left(h^{p}\right), p \geq 2\). Let
\[
\mathcal{A}=\mathcal{A}_{1}+\mathcal{A}_{2} .
\]

Then the Crank-Nicolson difference equation for the heat equation (9.8) reads
\[
\begin{equation*}
\frac{v^{n}-v^{n-1}}{\Delta t}+\frac{1}{2} \mathcal{A}\left(v^{n}+v^{n-1}\right)=f^{n-1 / 2}+\mathcal{O}\left(h^{p}+\Delta t^{2}\right), \tag{9.18}
\end{equation*}
\]
where
\[
f^{n-1 / 2}=\frac{1}{2}\left(f^{n}+f^{n-1}\right) .
\]

The truncation error for the CN procedure (9.18) is
\[
\mathcal{O}\left(\Delta x^{2}+\Delta t^{2}\right)
\]

\section*{The original ADI method:}

The ADI method of Douglas-Peaceman-Rachford [14, 18, 56] is a perturbation of the Crank-Nicolson difference equation that has a splitting error of \(\mathcal{O}\left(\Delta t^{2}\right)\), so that it is second-order correct in time.

Let us formulate it in an equivalent way that will coincide with the general formulation in Douglas-Gunn [15] of ADI methods. Given an approximation \(w^{0}\) to \(u_{0}\), find \(w^{n}, n \geq 1\), by solving
\[
\begin{align*}
& \frac{w^{*}-w^{n-1}}{\Delta t}+\frac{1}{2} \mathcal{A}_{1}\left(w^{*}+w^{n-1}\right)+\mathcal{A}_{2} w^{n-1}=f^{n-1 / 2}  \tag{9.19}\\
& \frac{w^{n}-w^{n-1}}{\Delta t}+\frac{1}{2} \mathcal{A}_{1}\left(w^{*}+w^{n-1}\right)+\frac{1}{2} \mathcal{A}_{2}\left(w^{n}+w^{n-1}\right)=f^{n-1 / 2},
\end{align*}
\]
or, equivalently,
\[
\begin{align*}
& \left(1+\frac{\Delta t}{2} \mathcal{A}_{1}\right) w^{*}=\left(1-\frac{\Delta t}{2} \mathcal{A}_{1}-\Delta t \mathcal{A}_{2}\right) w^{n-1}+\Delta t f^{n-1 / 2}  \tag{9.20}\\
& \left(1+\frac{\Delta t}{2} \mathcal{A}_{2}\right) w^{n}=w^{*}+\frac{\Delta t}{2} \mathcal{A}_{2} w^{n-1}
\end{align*}
\]

Here \(w^{*}\) is an intermediate value.

Splitting error of ADI: The intermediate solution \(w^{*}\) can be found (implicitly) as
\[
w^{*}=w^{n}+\frac{\Delta t}{2} \mathcal{A}_{2}\left(w^{n}-w^{n-1}\right) .
\]

Thus, by plugging it into the first equation of (9.20), we have
\[
\begin{array}{r}
\left(1+\frac{\Delta t}{2} \mathcal{A}_{1}\right)\left(1+\frac{\Delta t}{2} \mathcal{A}_{2}\right) w^{n}=\left(1-\frac{\Delta t}{2} \mathcal{A}\right) w^{n-1} \\
+\frac{\Delta t^{2}}{4} \mathcal{A}_{1} \mathcal{A}_{2} w^{n-1}+\Delta t f^{n-1 / 2}
\end{array}
\]

Multiply out the left hand side and rewrite the result as
\[
\begin{equation*}
\frac{w^{n}-w^{n-1}}{\Delta t}+\frac{1}{2} \mathcal{A}\left(w^{n}+w^{n-1}\right)+\frac{\Delta t}{4} \mathcal{A}_{1} \mathcal{A}_{2}\left(w^{n}-w^{n-1}\right)=f^{n-1 / 2} \tag{9.21}
\end{equation*}
\]

Thus, compared with (9.18), the splitting error is given by
\[
\begin{equation*}
\frac{\Delta t}{4} \mathcal{A}_{1} \mathcal{A}_{2}\left(w^{n}-w^{n-1}\right) \tag{9.22}
\end{equation*}
\]
which is \(\mathcal{O}\left(\Delta t^{2}\right)\) for a smooth solution.

\section*{Notes:}
- Some theoretical aspects of the method were treated in detail in Douglas [14], while practical aspects of the method were considered in the companion paper by Peaceman-Rachford [56].
- In each half of the calculation, the matrix to be inverted is tridiagonal, so that the algorithm requires \(\mathcal{O}\left(N:=n_{t} n_{x} n_{y}\right)\) flops.
- The ADI (9.19) can be equivalently formulated in many different ways. The modelcode ADI_HEAT. CF.tar in GRADE [35] is implemented based on the following formulation:
\[
\begin{align*}
& \left(1+\frac{\Delta t}{2} \mathcal{A}_{1}\right) w^{*}=\left(1-\frac{\Delta t}{2} \mathcal{A}_{2}\right) w^{n-1}+\frac{\Delta t}{2} f^{n-1 / 2}  \tag{9.23}\\
& \left(1+\frac{\Delta t}{2} \mathcal{A}_{2}\right) w^{n}=\left(1-\frac{\Delta t}{2} \mathcal{A}_{1}\right) w^{*}+\frac{\Delta t}{2} f^{n-1 / 2}
\end{align*}
\]

\section*{General ADI procedure}

Consider a parabolic problem of the form
\[
\begin{equation*}
u_{t}+\sum_{i=1}^{m} A_{i} u=f, \quad(\mathrm{x}, t) \in \Omega \times J \tag{9.24}
\end{equation*}
\]
with an appropriate initial data and boundary condition. If \(A=A_{1}+\cdots+A_{m}\), then the basic Crank-Nicolson approximation to (9.24) is given by
\[
\begin{equation*}
\frac{w^{n}-w^{n-1}}{\Delta t}+\frac{1}{2} A\left(w^{n}+w^{n-1}\right)=f^{n-1 / 2}, \quad n \geq 1 \tag{9.25}
\end{equation*}
\]
(Here, we are interested in the time discretization of (9.24); consequently, we shall ignore spatial discretization for the moment.)

The Douglas-Gunn algorithm [15] for ADI time discretization of (9.24) is as follows: For \(\kappa=1, \ldots, m\), find \(w^{n, \kappa}\) such that
\[
\begin{equation*}
\frac{w^{n, \kappa}-w^{n-1}}{\Delta t}+\frac{1}{2} \sum_{i=1}^{\kappa} A_{i}\left(w^{n, i}+w^{n-1}\right)+\sum_{i=\kappa+1}^{m} A_{i} w^{n-1}=f^{n-1 / 2} \tag{9.26}
\end{equation*}
\]
and then to set
\[
\begin{equation*}
w^{n}=w^{n, m} . \tag{9.27}
\end{equation*}
\]

In the above,
\[
\sum_{m+1}^{m} A_{i} w^{n-1}:=0
\]

The Douglas-Gunn algorithm equivalently reads
\[
\begin{align*}
\left(1+\frac{\Delta t}{2} A_{1}\right) w^{n, 1} & =\left(1-\frac{\Delta t}{2} A_{1}-\Delta t \sum_{i=2}^{m} A_{i}\right) w^{n-1}+\Delta t f^{n-1 / 2} \\
\left(1+\frac{\Delta t}{2} A_{\kappa}\right) w^{n, \kappa} & =w^{n, \kappa-1}+\frac{\Delta t}{2} A_{\kappa} w^{n-1}, \kappa=2, \ldots, m  \tag{9.28}\\
w^{n} & =w^{n, m} .
\end{align*}
\]

Splitting error: The intermediate values \(w^{n, 1}, \cdots, w^{n, m-1}\) can be eliminated by recursively operating on the second equation of (9.28) by ( \(1+\frac{\Delta t}{2} A_{\kappa}\) ) for \(\kappa=m-1, \cdots, 1\) :
\[
\begin{equation*}
\frac{w^{n}-w^{n-1}}{\Delta t}+\frac{1}{2} A\left(w^{n}+w^{n-1}\right)+\mathcal{B}_{\Delta t}\left(w^{n}-w^{n-1}\right)=f^{n-1 / 2} \tag{9.29}
\end{equation*}
\]
where
\[
\begin{align*}
\mathcal{B}_{\Delta t}= & \frac{\Delta t}{4} \sum_{1 \leq i_{1}<i_{2} \leq m} A_{i_{1}} A_{i_{2}}+\frac{\Delta t^{2}}{8} \sum_{1 \leq i_{1}<i_{2}<i_{3} \leq m} A_{i_{1}} A_{i_{2}} A_{i_{3}}  \tag{9.30}\\
& +\cdots+\frac{\Delta t^{m-1}}{2^{m}} A_{1} A_{2} \cdots A_{m} .
\end{align*}
\]

The splitting perturbation is given by \(\mathcal{B}_{\Delta t}\left(w^{n}-w^{n-1}\right)\), and for sufficiently smooth solutions \(u\),
\[
\begin{equation*}
\mathcal{B}_{\Delta t}\left(u^{n}-u^{n-1}\right)=\mathcal{O}\left(\Delta t^{2}\right), \tag{9.31}
\end{equation*}
\]
which is of the same order in \(\Delta t\) as the Crank-Nicolson truncation error. But the splitting error can be much larger than the truncation error as shown in the following.

\subsection*{9.3.2. Accuracy of the ADI: Two examples}

Let \(\Omega \times J=(0,1)^{2} \times(0,1), a=\alpha_{1} \equiv 1\), and \(c=\alpha_{2} \equiv 0\) in (9.8). Consider two different solutions:
\[
\begin{align*}
& u_{+}=\sin \left(2 \pi \nu_{t} t\right)+\sin \left(2 \pi \nu_{x} x\right)+\sin \left(2 \pi \nu_{y} y\right)  \tag{9.32}\\
& u_{\times}=\sin \left(2 \pi \nu_{t} t\right) \cdot \sin \left(2 \pi \nu_{x} x\right) \cdot \sin \left(2 \pi \nu_{y} y\right)
\end{align*}
\]

For the moment, take \(\nu_{t}=\nu_{x}=\nu_{y}=1\).
The sources \(f\) and \(g\) are evaluated so that (9.8) is satisfied. Also, let \(n:=\) \(n_{t}=n_{x}=n_{y}\). To compare computation cost and accuracy, we implemented three algorithms:
- an LU-based algorithm,
- a PCG-ILU0 procedure for the Crank-Nicolson equation derivable from (9.9), and
- the ADI procedure of (9.19).

Here, PCG-ILU0 denotes the conjugate gradient method preconditioned by the zero-level (not allowing fill-in) incomplete LU-factorization. The PCGILU0 procedure was initialized at each time level by the extrapolation
\[
u^{n, 0}=2 u^{n-1}-u^{n-2}, \quad n \geq 2,
\]
and the iteration stopped when the residual was reduced by a factor of \(10^{-5}\).
\begin{tabular}{|l|cc|cc|cc|}
\hline & \multicolumn{2}{|c|}{\(n=40\)} & \multicolumn{2}{c|}{\(n=80\)} & \multicolumn{2}{c|}{\(n=160\)} \\
\cline { 2 - 7 } & CPU & \(L^{2}\)-error & CPU & \(L^{2}\)-error & CPU & \(L^{2}\)-error \\
\hline LU-based & 0.74 & \(4.10 \mathrm{e}-3\) & 9.07 & \(1.00 \mathrm{e}-3\) & 126 & \(2.47 \mathrm{e}-4\) \\
PCG-ILU0 & 0.46 & \(4.11 \mathrm{e}-3\) & 5.67 & \(1.00 \mathrm{e}-3\) & 53.4 & \(2.47 \mathrm{e}-4\) \\
ADI & 0.26 & \(4.10 \mathrm{e}-3\) & 2.16 & \(1.00 \mathrm{e}-3\) & 17.9 & \(2.47 \mathrm{e}-4\) \\
\hline
\end{tabular}

Table 9.1: The performances of the LU-based, PCG-ILU0, and ADI methods for \(u=u_{+}\). The elapsed time (CPU) is measured in seconds and the \(L^{2}\)-norm of the error is evaluated at \(t=1\).
\begin{tabular}{|l|cc|cc|cc|}
\hline & \multicolumn{2}{|c|}{\(n=40\)} & \multicolumn{2}{c|}{\(n=80\)} & \multicolumn{2}{c|}{\(n=160\)} \\
\cline { 2 - 7 } & CPU & \(L^{2}\)-error & CPU & \(L^{2}\)-error & CPU & \(L^{2}\)-error \\
\hline LU-based & 0.91 & \(2.46 \mathrm{e}-4\) & 10.5 & \(5.98 \mathrm{e}-5\) & 136 & \(1.47 \mathrm{e}-5\) \\
PCG-ILU0 & 0.83 & \(2.46 \mathrm{e}-4\) & 12.5 & \(5.97 \mathrm{e}-5\) & 121 & \(1.42 \mathrm{e}-5\) \\
ADI & 0.45 & \(8.44 \mathrm{e}-3\) & 3.62 & \(2.02 \mathrm{e}-3\) & 29.0 & \(4.90 \mathrm{e}-4\) \\
\hline
\end{tabular}

Table 9.2: The performances of the LU-based, PCG-ILU0, and ADI methods for \(u=u_{\times}\).

Table 9.1 presents the elapsed times and numerical errors for \(u=u_{+}\)for various grid sizes. As one can see from the table, the three different algorithms show the same errors and their second-order convergence.

Table 9.2 shows the results for \(u=u_{\times}\). The computation cost for the ADI method increases linearly as the number of grid points grows, while the PCGILU0 calculation shows a slight superlinearity in its computation cost. However, the ADI method produces an error approximately 34 times larger than that for the LU-based or PCG-ILU0 methods for the same grid size.

Truncation error vs. splitting error: The truncation error for the CrankNicolson difference equation is of the form
\[
\mathcal{O}\left(h_{x}^{2} \frac{\partial^{4} u}{\partial x^{4}}\right)+\mathcal{O}\left(h_{y}^{2} \frac{\partial^{4} u}{\partial y^{4}}\right)+\mathcal{O}\left(\Delta t^{2} \frac{\partial^{3} u}{\partial t^{3}}\right),
\]
while the splitting error of the ADI method is
\[
\mathcal{O}\left(\Delta t^{2} \frac{\partial^{2}}{\partial x^{2}} \frac{\partial^{2}}{\partial y^{2}} \frac{\partial}{\partial t} u\right) .
\]

This is, roughly speaking, why the ADI method introduces no splitting error for \(u_{+}\)and a large splitting error for \(u_{\times}\).

Now, since the operators \(\mathcal{A}_{i}\) usually represent second-order differential operators in an \(x_{i}\) direction, it should not be surprising that the higher-order derivatives in \(\mathcal{B}_{\Delta t}\) contribute bigger errors than the truncation error. We shall see in §9.3.4 that it is not only possible but also quite feasible to modify the algorithm (9.26) in a rather simple fashion to reduce the splitting error to \(\mathcal{O}\left(\Delta t^{3}\right)\).

\subsection*{9.3.3. The general fractional step (FS) procedure}

We shall consider the same parabolic problem (9.24) for a FS time discretization. For reasons that will appear below, it is not the usual case to look for an FS procedure based on the Crank-Nicolson equation (9.25); however, it is useful for us to do so.

The appropriate FS algorithm is given by
\[
\begin{align*}
& \frac{w^{n, 1}-w^{n-1}}{\Delta t}+\frac{1}{2} A_{1}\left(w^{n, 1}+w^{n-1}\right)=f^{n-1 / 2} \\
& \frac{w^{n, \kappa}-w^{n, \kappa-1}}{\Delta t}+\frac{1}{2} A_{\kappa}\left(w^{n, \kappa}+w^{n-1}\right)=0, \kappa=2, \ldots, m-1  \tag{9.33}\\
& \frac{w^{n}-w^{n, m-1}}{\Delta t}+\frac{1}{2} A_{m}\left(w^{n}+w^{n-1}\right)=0
\end{align*}
\]

Equivalently,
\[
\begin{align*}
& \left(1+\frac{\Delta t}{2} A_{1}\right) w^{n, 1}=\left(1-\frac{\Delta t}{2} A_{1}\right) w^{n-1}+\Delta t f^{n-1 / 2} \\
& \left(1+\frac{\Delta t}{2} A_{\kappa}\right) w^{n, \kappa}=w^{n, \kappa-1}-\frac{\Delta t}{2} A_{\kappa} w^{n-1}, \quad \kappa=2, \ldots, m-1  \tag{9.34}\\
& \left(1+\frac{\Delta t}{2} A_{m}\right) w^{n}=w^{n, m-1}-\frac{\Delta t}{2} A_{m} w^{n-1}
\end{align*}
\]

Splitting error of FS procedure: Again, the intermediate values can be eliminated:
\[
\begin{equation*}
\frac{w^{n}-w^{n-1}}{\Delta t}+\frac{1}{2} A\left(w^{n}+w^{n-1}\right)+\mathcal{B}_{\Delta t}\left(w^{n}+w^{n-1}\right)=f^{n-1 / 2} \tag{9.35}
\end{equation*}
\]
with \(\mathcal{B}_{\Delta t}\) being the same as for the ADI ; see (9.30).
Thus, for the Crank-Nicolson version of the FS method, the splitting perturbation term becomes \(\mathcal{B}_{\Delta t}\left(w^{n}+w^{n-1}\right)\). We know that
\[
\begin{equation*}
\mathcal{B}_{\Delta t}\left(u^{n}+u^{n-1}\right)=\mathcal{O}(\Delta t) \tag{9.36}
\end{equation*}
\]
i.e., the splitting error term is worse than the inherent local error in the Crank-Nicolson equation.

This is the reason that (9.33) is not common; the FS methods have been employed for the backward Euler method rather than the Crank-Nicholson method. However, we shall be able to modify the procedure (9.33) in an equally simple fashion to reduce the splitting error to \(\mathcal{O}\left(\Delta t^{3}\right)\) below.

\subsection*{9.3.4. Improved accuracy for LOD procedures}

We present a strategy to reduce the perturbation error of ADI and FS procedures and essentially to recover the accuracy of the Crank-Nicolson difference equation for an additional computational cost that is a small fraction of the standard ADI or FS cost.

Correction term for the ADI method: Observation from (9.26), (9.29), and (9.30) is that
if the right hand side term of (9.26) is \(f^{n-1 / 2}\), then the right hand side of (9.29) is also \(f^{n-1 / 2}\) and the splitting error is given by \(\mathcal{B}_{\Delta t}\left(w^{n}-\right.\) \(\left.w^{n-1}\right)\).

If we could add \(\mathcal{B}_{\Delta t}\left(w^{n}-w^{n-1}\right)\) to the right hand side of (9.29), then we could cancel the perturbation term completely; but since we do not know \(w^{n}\), we cannot make this modification in the algorithm.

Our best estimate for ( \(w^{n}-w^{n-1}\) ) is ( \(w^{n-1}-w^{n-2}\) ).

Modification of the ADI: Let us modify the ADI algorithm to the following: For \(n \geq 2\),
\[
\begin{align*}
F_{A D}^{n} & =f^{n-1 / 2}+\mathcal{B}_{\Delta t}\left(z^{n-1}-z^{n-2}\right), \\
\left(1+\frac{\Delta t}{2} A_{1}\right) z^{n, 1} & =\left(1-\frac{\Delta t}{2} A_{1}-\Delta t \sum_{i=2}^{m} A_{i}\right) z^{n-1}+\Delta t F_{A D}^{n},  \tag{9.37}\\
\left(1+\frac{\Delta t}{2} A_{\kappa}\right) z^{n, \kappa} & =z^{n, \kappa-1}+\frac{\Delta t}{2} A_{\kappa} z^{n-1}, \quad \kappa=2, \ldots, m, \\
z^{n} & =z^{n, m} .
\end{align*}
\]

The evaluation of \(z^{1}\) will be discussed below by interpreting the modified method as an iterative procedure; for practical purposes, assume that \(z^{1}\) is obtained by solving the Crank-Nicolson equation for this single time step.

Splitting error: By eliminating the intermediate values (or referring to (9.29)), we see that \(z^{n}\) satisfies
\[
\begin{array}{r}
\frac{z^{n}-z^{n-1}}{\Delta t}+\frac{1}{2} A\left(z^{n}+z^{n-1}\right)+\mathcal{B}_{\Delta t}\left(z^{n}-2 z^{n-1}+z^{n-2}\right)  \tag{9.38}\\
=f^{n-1 / 2}, \quad n \geq 2
\end{array}
\]

Now, for a smooth solution \(u\) of (9.8),
\[
\begin{equation*}
\mathcal{B}_{\Delta t}\left(u^{n}-2 u^{n-1}+u^{n-2}\right)=\mathcal{O}\left(\Delta t^{3}\right), \tag{9.39}
\end{equation*}
\]
and the splitting error is now higher order in \(\Delta t\) than the truncation error of the Crank-Nicolson equation.

We shall both prove the convergence of the solution of (9.37) to that of (9.8) under certain circumstances and demonstrate that the error in the solution of (9.37) is reduced essentially to that of the Crank-Nicolson procedure for the example \(u_{\times}\)considered above, for which the splitting error was many times as large as the Crank-Nicolson error.

Algebraic interpretation: We will interpret (9.38) as the iterative procedure related to the matrix splitting [67]
\[
1+\frac{\Delta t}{2} A=\left(1+\frac{\Delta t}{2} A+\mathcal{B}_{\Delta t}\right)-\mathcal{B}_{\Delta t} .
\]

Consider the algorithm: Find \(\zeta, \geq 1\), by recursively solving
\[
\begin{equation*}
\left(1+\frac{\Delta t}{2} A+\mathcal{B}_{\Delta t}\right) \zeta=\mathcal{B}_{\Delta t} \zeta^{-1}+\left(1-\frac{\Delta t}{2} A\right) \gamma+f^{n-1 / 2} \tag{9.40}
\end{equation*}
\]

The solution \(w^{n}\) of the original ADI method (9.26) is the first iterate \(\zeta^{1}\) of (9.40) for \(\gamma=w^{n-1}\) starting with the initial value
\[
\begin{equation*}
\zeta^{0}=w^{n-1} \tag{9.41}
\end{equation*}
\]

On the other hand, the solution \(z^{n}\) of (9.37) is the first iterate of (9.40) with \(\gamma=z^{n-1}\) and the initial value
\[
\begin{equation*}
\zeta^{0}=2 z^{n-1}-z^{n-2} . \tag{9.42}
\end{equation*}
\]

Consequently, the algorithm (9.37) is called the alternating direction implicit method with improved initialization (ADI-II) [16].

If the general time step code for (9.37) is written to perform the iteration (9.40), then, for \(n \geq 2\), (9.42) would be used to initialize the "iteration" and one step of iteration calculated, while for \(n=1\), (9.41) would be used to initialize the iteration and two or more iterations would give \(z^{1}\) to the desired accuracy.

Reformulation of ADI-II: As for ADI, ADI-II (9.37) can be formulated in a various way. For the 2D problem ( \(m=2\) ), the ADI-II routine in ADI_HEAT.CF.tar is implemented based on
\[
\begin{align*}
\left(I+\frac{\Delta t}{2} A_{1}\right) z^{n, 1}= & \left(I-\frac{\Delta t}{2} A\right) z^{n-1}+\Delta t f^{n-1 / 2} \\
& +\frac{\Delta t^{2}}{4} A_{1} A_{2}\left(2 z^{n-1}-z^{n-2}\right),  \tag{9.43}\\
\left(I+\frac{\Delta t}{2} A_{2}\right) z^{n}= & z^{n, 1} .
\end{align*}
\]
- It might seem reasonable to use a higher-order extrapolation than (9.42), but experiments have shown that instability can result unless the time step is small enough.
- It has also been observed that (9.42) can over-correct for large time steps, and it is possible that the use of
\[
\begin{equation*}
\zeta^{0}=z^{n-1}+\eta\left(z^{n-1}-z^{n-2}\right), \quad 0 \leq \eta \leq 1, \tag{9.44}
\end{equation*}
\]
could lead to better computational results for large time steps.
- However, experiments have shown that, when the time step is reasonably chosen (e.g., \(\Delta t \lesssim a h\) ), ADI-II methods have worked better than ADI methods for various heterogeneous media; see Tables 9.3 and 9.4 in §9.3.6. So, (9.44) does not seem necessary for solving heat equations in practice.

\section*{Correction term for the FS method}

The FS difference equation (9.35) preserves the right hand side of the FS algorithm (9.34) and exhibits the splitting perturbation \(\mathcal{B}_{\Delta t}\left(w^{n}+w^{n-1}\right)\). Modify (9.34) as follows. For \(n \geq 2\), let
\[
\begin{align*}
F_{F S}^{n} & =f^{n-1 / 2}+\mathcal{B}_{\Delta t}\left(3 z^{n-1}-z^{n-2}\right) \\
\left(1+\frac{\Delta t}{2} A_{1}\right) z^{n, 1} & =\left(1-\frac{\Delta t}{2} A_{1}\right) z^{n-1}+\Delta t F_{F S}^{n}, \\
\left(1+\frac{\Delta t}{2} A_{\kappa}\right) z^{n, \kappa} & =z^{n, \kappa-1}-\frac{\Delta t}{2} A_{\kappa} z^{n-1}, \quad \kappa=2, \cdots, m-1,  \tag{9.45}\\
\left(1+\frac{\Delta t}{2} A_{m}\right) z^{n} & =z^{n, m-1}-\frac{\Delta t}{2} A_{m} z^{n-1} .
\end{align*}
\]

After the intermediate values are eliminated, we see that \(z^{n}\) satisfies
\[
\begin{equation*}
\frac{z^{n}-z^{n-1}}{\Delta t}+\frac{1}{2} A\left(z^{n}+z^{n-1}\right)+\mathcal{B}_{\Delta t}\left(z^{n}-2 z^{n-1}+z^{n-2}\right)=f^{n-1 / 2} \tag{9.46}
\end{equation*}
\]
which is identical to the equation (9.38) satisfied by the solution of the ADI-II algorithm (9.37).

\section*{Remarks [16]:}
- We have not only shown how to reduce the splitting errors for the ADI and FS methods but also discovered that their improved procedures lead to identical results "(after several decades of being considered to be different techniques)."
- Again, it is advisable to obtain \(z^{1}\) as discussed earlier.
- If the values of \(A_{i} z^{n-1}\) are saved, then there is essentially no difference in the implementation of algorithms (9.37) and (9.45). That being the case, we shall address both algorithms as pertaining to the ADI-II method.

\subsection*{9.3.5. A convergence proof for the ADI-II}

Let \(\|\cdot\|\) denote the \(L^{2}(\Omega)\) or \({ }^{2}(\Omega)\) norm and \(\|\cdot\|_{1}\) the norm on either \(H^{1}(\Omega)\) or \(h^{1}(\Omega)\), as appropriate. (That is, depending on spatial discretization by finite elements or finite differences.) Assume that the operators \(\left\{A_{i}\right\}\) commute:
\[
\begin{equation*}
A_{i} A_{j}=A_{j} A_{i}, \quad i, j=1, \ldots, m \tag{9.47}
\end{equation*}
\]
and that
\[
\begin{equation*}
\left(A_{i} z, z\right) \geq \alpha\|z\|_{1}^{2}, \quad \alpha>0 . \tag{9.48}
\end{equation*}
\]

By (9.47) and (9.48), it follows that
\[
\left(\mathcal{B}_{\Delta t} z, z\right) \geq 0
\]

Let \(\bar{\partial}_{t} v^{n}=\left(v^{n}-v^{n-1}\right) / \Delta t\) and \(e^{n}=u^{n}-z^{n}\). Then, the error equation associated with ADI-II (9.38) is
\[
\begin{equation*}
\bar{\partial}_{t} e^{n}+\frac{1}{2} A\left(e^{n}+e^{n-1}\right)+\mathcal{B}_{\Delta t}\left(e^{n}-2 e^{n-1}+e^{n-2}\right)=\delta^{n}, \tag{9.49}
\end{equation*}
\]
where \(\delta^{n}\) is the truncation error on the \(n\)-th level, i.e.,
\[
\begin{equation*}
\delta^{n}=\mathcal{O}\left(\Delta t^{2}+h^{p}\right), \quad p \geq 2 \tag{9.50}
\end{equation*}
\]
for any reasonable spatial discretization. Choose \(\bar{\partial}_{t} e^{n}\) as a test function. Then, for \(n \geq 2\),
\[
\begin{equation*}
\left(\bar{\partial}_{t} e^{n}, \bar{\partial}_{t} e^{n}\right)+\frac{1}{2}\left(A\left(e^{n}+e^{n-1}\right), \bar{\partial}_{t} e^{n}\right)+\Delta t^{2}\left(\mathcal{B}_{\Delta t} \bar{\partial}_{t}^{2} e^{n}, \bar{\partial}_{t} e^{n}\right)=\left(\delta^{n}, \bar{\partial}_{t} e^{n}\right) \tag{9.51}
\end{equation*}
\]

Multiply (9.51) by \(\Delta t\) and sum beginning at \(n=2\) to have
\[
\begin{gather*}
\sum_{j=2}^{n}\left\|\bar{\partial}_{t} e^{j}\right\|^{2} \Delta t+\frac{1}{2}\left(A e^{n}, e^{n}\right)+\Delta t^{2} \sum_{j=2}^{n}\left(\mathcal{B}_{\Delta t} \bar{\partial}_{t}^{2} e^{j}, \bar{\partial}_{t} e^{j}\right) \Delta t  \tag{9.52}\\
=\frac{1}{2}\left(A e^{1}, e^{1}\right)+\sum_{j=2}^{n}\left(\delta^{j}, \bar{\partial}_{t} e^{j}\right) \Delta t
\end{gather*}
\]

Now, since \(b^{2}-a b \geq\left(b^{2}-a^{2}\right) / 2\), we have
\[
\begin{gather*}
\sum_{j=2}^{n}\left(\mathcal{B}_{\Delta t} \bar{\partial}_{t}^{2} e^{j}, \bar{\partial}_{t} e^{j}\right) \Delta t=\sum_{j=2}^{n}\left(\mathcal{B}_{\Delta t}\left[\bar{\partial}_{t} e^{j}-\bar{\partial}_{t} e^{j-1}\right], \bar{\partial}_{t} e^{j}\right)  \tag{9.53}\\
\geq \frac{1}{2}\left(\mathcal{B}_{\Delta t} \bar{\partial}_{t} e^{n}, \bar{\partial}_{t} e^{n}\right)-\frac{1}{2}\left(\mathcal{B}_{\Delta t} \bar{\partial}_{t} e^{1}, \bar{\partial}_{t} e^{1}\right)
\end{gather*}
\]

Apply the inequality \(\left(|a b| \leq\left(a^{2}+b^{2}\right) / 2\right)\) to the last term in (9.52). Then utilizing (9.53), one can obtain the following inequality:
\[
\begin{align*}
& \sum_{j=2}^{n}\left\|\bar{\partial}_{t} e^{j}\right\|^{2} \Delta t+\left(A e^{n}, e^{n}\right)+\Delta t^{2}\left(\mathcal{B}_{\Delta t} \bar{\partial}_{t} e^{n}, \bar{\partial}_{t} e^{n}\right)  \tag{9.54}\\
& \quad \leq \sum_{j=2}^{n}\left\|\delta^{j}\right\|^{2} \Delta t+\left(A e^{1}, e^{1}\right)+\Delta t^{2}\left(\mathcal{B}_{\Delta t} \bar{\partial}_{t} e^{1}, \bar{\partial}_{t} e^{1}\right), \quad n \geq 2 .
\end{align*}
\]

Thus, the estimation of the error generated by the ADI-II method is, in the commutative case, reduced to bounding the errors in \(z^{0}\) and \(z^{1}\), thereby emphasizing the remarks above on the evaluation of \(z^{1}\). Try to compare the above analysis with (9.16) when \(\theta=1 / 2\).

\subsection*{9.3.6. Accuracy and efficiency of ADI-II}

To check the accuracy and efficiency of the ADI-II algorithm, let us choose the domain \(\Omega=(0,1)^{2}\) and the time interval \(J=(0,1]\), along with the four diffusion coefficients
\[
\begin{align*}
& a_{1}(x, y)=1, \\
& a_{2}(x, y)=1 /(2+\cos (3 \pi x) \cdot \cos (2 \pi y)), \\
& a_{3}(x, y)=\left\{\begin{array}{ll}
1+0.5 \cdot \sin (5 \pi x)+y^{3}, & \text { if } x \leq 0.5, \\
1.5 /\left(1+(x-0.5)^{2}\right)+y^{3}, & \text { else }, \\
a_{4}(x, y) & =\left[\begin{array}{cc}
a_{2}(x, y) & 0 \\
0 & a_{3}(x, y)
\end{array}\right] .
\end{array} .\right. \tag{9.55}
\end{align*}
\]
- The first time step to obtain \(z^{1}\) for the ADI-II was made by following the \(w^{1}\)-ADI calculation by SOR iterations to get the Crank-Nicolson value.
- Here, we compare the results of four different algorithms, namely the LU-based, PCG-ILU0, ADI, and ADI-II methods.
\begin{tabular}{|l|cc|cc|cc|}
\hline & \multicolumn{2}{|c|}{\(a=a_{1}\)} & \multicolumn{2}{c|}{\(a=a_{2}\)} & \multicolumn{2}{c|}{\(a=a_{3}\)} \\
\cline { 2 - 7 } & CPU & \(L^{2}\)-error & CPU & \(L^{2}\)-error & CPU & \(L^{2}\)-error \\
\hline LU-based & 23.6 & \(1.10 \mathrm{e}-3\) & 27.2 & \(3.52 \mathrm{e}-3\) & 24.2 & \(5.35 \mathrm{e}-3\) \\
PCG-ILU0 & 21.6 & \(1.09 \mathrm{e}-3\) & 24.0 & \(3.52 \mathrm{e}-3\) & 24.7 & \(5.36 \mathrm{e}-3\) \\
ADI & 7.14 & \(1.70 \mathrm{e}-2\) & 10.9 & \(1.02 \mathrm{e}-2\) & 7.91 & \(2.67 \mathrm{e}-2\) \\
ADI-II & 7.77 & \(1.10 \mathrm{e}-3\) & 11.3 & \(3.54 \mathrm{e}-3\) & 8.46 & \(5.35 \mathrm{e}-3\) \\
\hline
\end{tabular}

Table 9.3: The performances of the LU-based, PCG-ILU0, ADI, and ADI-II methods with \(c=\alpha_{2} \equiv 0, \nu_{t}=1, \nu_{x}=4, \nu_{y}=3, n_{x}=n_{y}=n_{t}=100\) for \(u=u_{\times}\).
\begin{tabular}{|l|cc|cc|cc|cc|}
\hline & \multicolumn{2}{|c|}{\(\Delta t=2 h\)} & \multicolumn{2}{c|}{\(\Delta t=h\)} & \multicolumn{2}{c|}{\(\Delta t=h / 2\)} & \multicolumn{2}{c|}{\(\Delta t=h / 4\)} \\
\cline { 2 - 9 } & CPU & \(L^{2}\)-error & CPU & \(L^{2}\)-error & CPU & \(L^{2}\)-error & CPU & \(L^{2}\)-error \\
\hline LU-based & 28.4 & \(2.12 \mathrm{e}-3\) & 49.6 & \(2.13 \mathrm{e}-3\) & 92.1 & \(2.13 \mathrm{e}-3\) & 176 & \(2.13 \mathrm{e}-3\) \\
PCG-ILU0 & 24.9 & \(2.14 \mathrm{e}-3\) & 36.5 & \(2.15 \mathrm{e}-3\) & 57.6 & \(2.14 \mathrm{e}-3\) & 96.8 & \(2.13 \mathrm{e}-3\) \\
ADI & 8.19 & \(2.01 \mathrm{e}-1\) & 16.3 & \(6.76 \mathrm{e}-2\) & 32.4 & \(1.75 \mathrm{e}-2\) & 64.5 & \(4.86 \mathrm{e}-3\) \\
ADI-II & 8.80 & \(1.10 \mathrm{e}-2\) & 16.9 & \(2.17 \mathrm{e}-3\) & 33.2 & \(2.13 \mathrm{e}-3\) & 66.1 & \(2.13 \mathrm{e}-3\) \\
\hline
\end{tabular}

Table 9.4: The performances of the LU-based, PCG-ILU0, ADI, and ADI-II methods with \(a=a_{4}, c=\alpha_{2} \equiv 0, \nu_{t}=2.0, \nu_{x}=6.25, \nu_{y}=7, h=h_{x}=h_{y}=1 / 120\), and \(u=u_{\times}\).

Table 9.3 presents the performances of the four algorithms for the first three diffusion coefficients in (9.55) for \(u=u_{\times}\)with \(\nu_{t}=1, \nu_{x}=4\), and \(\nu_{y}=3\). The error for the ADI method is 16,3 , and 5 times larger than the CrankNicolson error for \(a=a_{1}, a_{2}\), and \(a_{3}\), respectively. The ADI-II method requires only about \(5-7 \%\) extra cost over the ADI method and its accuracy hardly differs from that of the direct, LU-based solver, when \(\Delta t \leq h\).

Table 9.4 shows numerical results for various time steps, when \(a=a_{4}\) (an anisotropic diffusivity), \(c=\alpha_{2} \equiv 0, \nu_{t}=2, \nu_{x}=6.25\), and \(\nu_{y}=7\), and \(h=h_{x}=\) \(h_{y}=1 / 120\). The ADI calculations show large splitting errors, even for small time steps. Here again the improved initialization (9.42) greatly improves the accuracy of the alternating direction procedure, for a few percent of extra cost. However, as one can see from the table, the ADI-II algorithm generates a splitting error that is a few times the Crank-Nicolson error for \(\Delta t=2 h\). Thus one has to choose \(\Delta t\) sufficiently small, although the splitting error is \(\mathcal{O}\left(\Delta t^{3}\right)\).

\subsection*{9.4. Homework}
1. Show that all of (9.19), (9.20), and (9.23) are equivalent to each other. Count and compare the required operations for (9.20) and (9.23) in each time level.
2. Show that (9.28) is equivalent to (9.29)-(9.30), for \(m=3\).
3. Check if (9.37) is equivalent to (9.43), when \(m=2\). Count to compare the required operations for them.
4. The given code in Matlab is an implementation for the ADI (9.20) solving the heat equation in 2D. Adjust the code for ADI-II (9.37) with \(m=2\).
(a) The major step you should fulfill is to adjust F in xy _sweeps.m.
(b) Perform error analysis comparing errors from ADI and ADI-II.
(c) Report your additions to the code.

\section*{Chapter 10}

\section*{Special Schemes}

In this chapter, we will deal with
- Absorbing boundart conditions (ABCs) for wave propagation
- Numerical techniques for PDE-based image processing
-...

\subsection*{10.1. Wave Propagation and Absorbing Boundary Conditions}

\subsection*{10.1.1. Introduction to wave equations}

Wave equations are often imposed by a suitable radiation condition at infinity. Such problems can be solved numerically by
- first truncating the given unbounded domain,
- imposing a suitable ABC on the boundary of the truncated bounded domain,
- approximating the resulting problem by discretization methods such as finite differences and finite element methods, and then
- applying computational algorithms to the resulting algebraic system.

Let \(\Omega \subset \mathbb{R}^{m}, 1 \leq m \leq 3\), be a bounded domain with its boundary \(\Gamma=\partial \Omega\) and \(J=(0, T], T>0\). Consider
\[
\begin{align*}
& \text { (a) } \frac{1}{v^{2}} u_{t t}-\Delta u=S(\mathbf{x}, t), \quad(\mathbf{x}, t) \in \Omega \times J, \\
& \text { (b) } \frac{1}{v} u_{t}+u_{\nu}=0, \quad(\mathbf{x}, t) \in \Gamma \times J  \tag{10.1}\\
& \text { (c) } u(\mathbf{x}, 0)=g_{0}(\mathbf{x}), u_{t}(\mathbf{x}, 0)=g_{1}(\mathbf{x}), \mathbf{x} \in \Omega,
\end{align*}
\]
where \(v=v(\mathbf{x})>0\) denotes the normal velocity of the wavefront, \(S\) is the wave source/sink, \(\nu\) denote the unit outer normal from \(\Gamma\), and \(g_{0}\) and \(g_{1}\) are initial data. Equation (10.1.b) is popular as a first-order absorbing boundary condition (ABC), since introduced by Clayton and Engquist [9]. We will call (10.1.b) the Clayton-Engquist ABC (CE-ABC).

Equation (10.1) has been studied extensively as a model problem for secondorder hyperbolic problems; see e.g. [2, 7, 10, 46, 61]. It is often the case that the source is given in the following form
\[
S(\mathbf{x}, t)=\delta\left(\mathbf{x}-\mathbf{x}_{s}\right) f(t),
\]
where \(\mathbf{x}_{s} \in \Omega\) is the source point. For the function \(f\), the Ricker wavelet of frequency \(\lambda\) can be chosen, i.e.,
\[
\begin{equation*}
f(t)=\pi^{2} \lambda^{2}\left(1-2 \pi^{2} \lambda^{2} t^{2}\right) e^{-\pi^{2} \lambda^{2} t^{2}} \tag{10.2}
\end{equation*}
\]

\subsection*{10.1.2. Absorbing boundary conditions (ABCs)}

The CE-ABC (10.1.b) has been studied and applied widely, representing a first-order ABC which allows normally incident waves to pass out of \(\Omega\) transparently. Various other ABCs have been introduced to absorb the energy passing the boundary more effectively.

Consider the Fourier transform (time to frequency) of the CE-ABC (10.1.b):
\[
\begin{equation*}
\frac{i \omega}{v} \widehat{u}+\widehat{u}_{\nu}=0 \tag{10.3}
\end{equation*}
\]
where \(i\) is the imaginary unit, \(\omega(:=2 \pi \lambda)\) denotes the angular frequency, and
\[
\widehat{u}(\mathbf{x}, \omega)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} u(\mathbf{x}, t) e^{-i \omega t} d t
\]

In order to suppress the boundary reflection, Kim et al. [43] introduced the following ABC
\[
\begin{equation*}
i \omega \tau_{\nu} \widehat{u}+\widehat{u}_{\nu}=0 \tag{10.4}
\end{equation*}
\]
where \(\tau\) is an appropriate solution of the eikonal equation
\[
\begin{equation*}
|\nabla \tau|=\frac{1}{v}, \quad \tau\left(\mathbf{x}_{s}\right)=0 \tag{10.5}
\end{equation*}
\]
which can be solved effectively by employing optimal solvers such as the group marching method (GMM) [39] and a high-order ENO-type iterative method [40].

For the time domain simulation of the acoustic waves, we apply the inverse Fourier transform to (10.4) to obtain
\[
\begin{equation*}
\tau_{\nu} u_{t}+u_{\nu}=0 \tag{10.6}
\end{equation*}
\]
which will be called the traveltime \(A B C\) (TT-ABC). Note that \(\tau_{\nu} \geq 0\) for outgoing waves and
\[
\tau_{\nu}=\nabla \tau \cdot \nu=|\nabla \tau| \cos \theta=\frac{\cos \theta}{v}
\]
where \(\theta\) is the angle of the wave measured with respect to the normal of the boundary. Thus the TT-ABC is a canonical form of the first-order ABC [29]. For normally incident wavefronts, \(\tau_{\nu}=|\nabla \tau|\) and therefore the TT-ABC (10.6) acts like the CE-ABC (10.1.b).
- See Engquist-Majda [22] and Higdon [29, 30] for a hierarchy of ABCs which approximate the nonlocal, pseudodifferential ABC [21].
- See [28, 31, 49, 66] for recent strategies for effective ABCs.

\subsection*{10.1.3. Waveform ABC}

In this subsection, we introduce a new ABC which incorporates local waveform information in order to accurately estimate the incident angles of wavefronts, without using the first-arrival traveltime.

We begin with an observation that \(\nabla \tau\) is parallel to \(\nabla u\) (in acoustic media). Thus, since \(|\nabla \tau|=1 / v\), we have
\[
\begin{equation*}
\nabla \tau= \pm \frac{1}{v} \frac{\nabla u}{|\nabla u|} \tag{10.7}
\end{equation*}
\]

Recall that \(\tau_{\nu} \geq 0\) for out-going wavefronts. Hence it follows from (10.7) that
\[
\begin{equation*}
\tau_{\nu}=\nabla \tau \cdot \nu=\frac{1}{v} \frac{\left|u_{\nu}\right|}{|\nabla u|} . \tag{10.8}
\end{equation*}
\]

Note that the above equation must be satisfied for every wavefront that approaches to the boundary, including multiple arrivals. Thus an effective ABC can be formulated as follows:
\[
\begin{equation*}
\frac{1}{v} \frac{\left|u_{\nu}\right|}{|\nabla u|} u_{t}+u_{\nu}=0, \tag{10.9}
\end{equation*}
\]
which we will call the waveform \(A B C\) (WF-ABC).
Remarks:
- The TT-ABC (10.6) must be identical to the WF-ABC (10.9) for the first arrival. However, for later arrivals having different incident angles, the TT-ABC may introduce a large boundary reflection. The WF-ABC is designed in such a way that all wavefronts can pass out of the domain with no noticeable reflection.
- Since it is in the form of first-order ABCs, it can be easily implemented as a stable boundary condition.
- For normally incident wavefronts, we have \(\left|u_{\nu}\right|=|\nabla u|\) and therefore the WF-ABC acts like the CE-ABC (10.1.b).

Approximation of WF-ABC: Here we present numerical strategies for the approximation of the WF-ABC.

For example, let \(\Omega=(0,1)^{2}\) and \(\Delta x=1 / n_{x}, \Delta y=1 / n_{y}\), for some positive integers \(n_{x}\) and \(n_{y}\); let the grid points be given as
\[
\mathbf{x}_{i j}=\left(x_{i}, y_{j}\right):=(i \Delta x, j \Delta y), \quad i=0,1, \cdots, n_{x}, \quad j=0,1, \cdots, n_{y}
\]

Let \(\Delta t\) be the timestep and \(t^{n}=n \Delta t\).
Assume that we have computed \(u^{k}\left(\approx u\left(\cdot, t^{k}\right)\right), k \leq n\), and \(u^{n+1}\) is to be obtained. Then, we may approximate (10.9) as
\[
\begin{equation*}
\frac{1}{v} Q\left(u^{n}\right) \frac{u^{n+1}-u^{n-1}}{2 \Delta t}+\left(\nabla_{h} u^{n}\right) \cdot \nu=0, \quad Q\left(u^{n}\right) \approx \frac{\left|u_{\nu}^{n}\right|}{\left|\nabla u^{n}\right|}, \tag{10.10}
\end{equation*}
\]
where \(\nabla_{h}\) is an spatial approximation of \(\nabla\). Here the quantity \(Q\left(u^{n}\right)\) must evaluate accurately the cosine of the incident angle of the wavefront.


Figure 10.1: A boundary point \(B\) and a corner point \(C\).
Let \(\Omega=\left(a_{x}, b_{x}\right) \times\left(a_{y}, b_{y}\right)\) and
\[
\Delta x=\left(b_{x}-a_{x}\right) / n_{x}, \quad \Delta y=\left(b_{y}-a_{y}\right) / n_{y}
\]
for some positive integers \(n_{x}\) and \(n_{y}\); let the grid points be given as
\[
\mathbf{x}_{i j}=\left(x_{i}, y_{j}\right):=(i \Delta x, j \Delta y), \quad i=0, \cdots, n_{x}, \quad j=0, \cdots, n_{y} .
\]

For the boundary points \(B\) and \(C\) as in Figure 10.1, we may apply difference schemes to determine \(u^{n}\).
- For both \(B\) and \(C\), the second-order FDM approximates the main equation (10.1.a) as
\[
\begin{array}{r}
\frac{1}{v^{2}} \frac{u_{O}^{n+1}-2 u_{O}^{n}+u_{O}^{n-1}}{\Delta t^{2}}+\frac{-u_{W}^{n}+2 u_{O}^{n}-u_{E}^{n}}{\Delta x^{2}}  \tag{10.11}\\
+\frac{-u_{S}^{n}+2 u_{O}^{n}-u_{N}^{n}}{\Delta y^{2}}=S_{O}^{n}
\end{array}
\]
- For the point \(B, u_{S}^{n}\) is a ghost value to be eliminated. The WF-ABC (10.10) reads
\[
\begin{equation*}
\frac{1}{v} Q_{S}\left(u^{n}\right) \frac{u_{O}^{n+1}-u_{O}^{n-1}}{2 \Delta t}+\frac{u_{S}^{n}-u_{N}^{n}}{2 \Delta y}=0 \tag{10.12}
\end{equation*}
\]
where \(Q_{S}\left(u^{n}\right)=\left|-u_{y}^{n}\right| /\left|\nabla u^{n}\right|\).
Perform (10.11) \(+\frac{2}{\Delta y}(10.12)\) and then solve the resulting equation for \(u_{O}^{n+1}\) at the po
\[
\begin{array}{r}
{\left[\frac{1}{v^{2} \Delta t^{2}}+\frac{Q_{S}\left(u^{n}\right)}{v \Delta t \Delta y}\right] u_{O}^{n+1}=\frac{2 u_{O}^{n}-u_{O}^{n-1}}{v^{2} \Delta t^{2}}+\frac{Q_{S}\left(u^{n}\right)}{v \Delta t \Delta y} u_{O}^{n-1}} \\
+S_{O}^{n}-\frac{-u_{W}^{n}+2 u_{O}^{n}-u_{E}^{n}}{\Delta x^{2}}-\frac{2 u_{O}^{n}-2 u_{N}^{n}}{\Delta y^{2}} .
\end{array}
\]

Multiplying both sides of the above equation by \(v^{2} \Delta t^{2}\), we reach at

\section*{(At the boundary point \(B\) ):}
\[
\begin{align*}
& {\left[1+v \Delta t \frac{Q_{S}\left(u^{n}\right)}{\Delta y}\right] u_{O}^{n+1}=\left(2 u_{O}^{n}-u_{O}^{n-1}\right)} \\
& \quad+v \Delta t \frac{Q_{S}\left(u^{n}\right)}{\Delta y} u_{O}^{n-1}  \tag{10.13}\\
& \quad+v^{2} \Delta t^{2}\left[S_{O}^{n}-\frac{-u_{W}^{n}+2 u_{O}^{n}-u_{E}^{n}}{\Delta x^{2}}-\frac{2 u_{O}^{n}-2 u_{N}^{n}}{\Delta y^{2}}\right] .
\end{align*}
\]
- For the point \(C, u_{S}^{n}\) and \(u_{W}^{n}\) are ghost values to be eliminated. The WFABC (10.10) reads
\[
\begin{align*}
& \text { (a) } \frac{1}{v} Q_{W}\left(u^{n}\right) \frac{u_{O}^{n+1}-u_{O}^{n-1}}{2 \Delta t}+\frac{u_{W}^{n}-u_{E}^{n}}{2 \Delta x}=0,  \tag{10.14}\\
& \text { (b) } \frac{1}{v} Q_{S}\left(u^{n}\right) \frac{u_{O}^{n+1}-u_{O}^{n-1}}{2 \Delta t}+\frac{u_{S}^{n}-u_{N}^{n}}{2 \Delta y}=0
\end{align*}
\]
where \(Q_{W}\left(u^{n}\right)=\left|-u_{x}^{n}\right| /\left|\nabla u^{n}\right|\).
Perform (10.11) \(+\frac{2}{\Delta x}(10.14 . a)+\frac{2}{\Delta y}\) (10.14.b) and then solve the resulting equation for \(u_{O}^{n+1}\) at the point \(C\) :
\[
\begin{aligned}
{\left[\frac{1}{v^{2} \Delta t^{2}}+\frac{Q_{W}\left(u^{n}\right)}{v \Delta t \Delta x}+\right.} & \left.\frac{Q_{S}\left(u^{n}\right)}{v \Delta t \Delta y}\right] u_{O}^{n+1}=\frac{2 u_{O}^{n}-u_{O}^{n-1}}{v^{2} \Delta t^{2}} \\
& +\left(\frac{Q_{W}\left(u^{n}\right)}{v \Delta t \Delta x}+\frac{Q_{S}\left(u^{n}\right)}{v \Delta t \Delta y}\right) u_{O}^{n-1} \\
+S_{O}^{n} & -\frac{2 u_{O}^{n}-2 u_{E}^{n}}{\Delta x^{2}}-\frac{2 u_{O}^{n}-2 u_{N}^{n}}{\Delta y^{2}}
\end{aligned}
\]

Multiplying both sides of the above equation by \(v^{2} \Delta t^{2}\), we reach at

\section*{(At the corner point \(C\) ):}
\[
\begin{align*}
& {\left[1+v \Delta t\left(\frac{Q_{W}\left(u^{n}\right)}{\Delta x}+\frac{Q_{S}\left(u^{n}\right)}{\Delta y}\right)\right] u_{O}^{n+1}=\left(2 u_{O}^{n}-u_{O}^{n-1}\right)} \\
& \quad+v \Delta t\left(\frac{Q_{W}\left(u^{n}\right)}{\Delta x}+\frac{Q_{S}\left(u^{n}\right)}{\Delta y}\right) u_{O}^{n-1}  \tag{10.15}\\
& \quad+v^{2} \Delta t^{2}\left(S_{O}^{n}-\frac{2 u_{O}^{n}-2 u_{E}^{n}}{\Delta x^{2}}-\frac{2 u_{O}^{n}-2 u_{N}^{n}}{\Delta y^{2}}\right)
\end{align*}
\]

\section*{Chapter 11}

\section*{Projects*}

\subsection*{11.1. High-order FEMs for PDEs of One Spacial Variable}

The provided Python code is implemented for solving
\[
\begin{array}{cl}
-u_{x x}=f, & x \in(a, b)  \tag{11.1}\\
u=g, & x=a, b,
\end{array}
\]
using high-order Galerkin FE methods.
Through the project, you will modify the code for the numerical solution of more general problems of the form
\[
\begin{array}{cl}
-\left(K u_{x}\right)_{x}+r u=f, & x \in(a, b)  \tag{11.2}\\
K u_{\nu}=g, & x=a, b,
\end{array}
\]
where \(K=K(x)\) and \(r\) are prescribed continuous positive functions.

Here are your objectives:
- Derive Galerkin FEMs for (11.2) of Neumann boundary conditions.
- Modify the code for the problem. You may have to spend a certain amount of time to understand the code. Please save new functions in a new file; do not add any extra functions to util_FEM_1D. Py.
- Test your code for its convergence, for example, for
- \((a, b)=(0, \pi)\)
- \(K(x)=1+x\)
\(-r(x) \equiv 1\)
- The exact solution \(u(x)=\sin (x)\).

You have to set \(f\) and \(g\) correspondingly; for example, \(g(0)=1\) and \(g(\pi)=\) \(-(1+\pi)\).
- Report your results by Tue Nov 24, 2015, in hard copies, including new functions (you implemented) and convergence analysis. The project is worth \(\mathbf{1 0 0}\) points.

\section*{Appendix A}

\section*{Basic Concepts in Fluid Dynamics}

Physical properties of fluid flow under consideration must be known if one is to either study fluid motion or design numerical methods to simulate it. This appendix is devoted to introducing basic concepts of fluid flows.

\section*{A.1. Conservation Principles}

Conservation laws can be derived by considering a given quantity of matter or control mass (CM) and its extensive properties such as mass, momentum, and energy. This approach is used to study the dynamics of solid bodies, where the CM is easily identified. However, it is difficult to follow matter in fluid flows. It is more convenient to deal with the flow in a certain spatial region, called the control volume (CV).

We first consider the conservation laws for extensive properties: mass and momentum. For mass, which is neither created nor destroyed, the conservation equation reads
\[
\begin{equation*}
\frac{\mathrm{d} m}{\mathrm{~d} t}=0 \tag{A.1}
\end{equation*}
\]
where \(t\) is time and \(m\) represents mass. On the other hand, the momentum can be changed by the action of forces and its conservation equation is Newton's second law of motion
\[
\begin{equation*}
\frac{\mathrm{d}(m \mathbf{v})}{\mathrm{d} t}=\sum f \tag{A.2}
\end{equation*}
\]
where \(\mathbf{v}\) is the fluid velocity and \(f\) is forces acting on the control mass.

We will reformulate these laws with incorporation of the control volume. The fundamental variables will be intensive, rather than extensive, properties that are independent of the amount of matter. Examples are density \(\rho\) (mass per unit volume) and velocity v (momentum per unit mass).

For any intensive property \(\phi\), the corresponding extensive property \(\Phi\) is by definition given as
\[
\begin{equation*}
\Phi=\int_{\Omega_{C M}} \rho \phi \mathrm{~d} \Omega, \tag{A.3}
\end{equation*}
\]
where \(\Omega_{C M}\) is the volume occupied by the CM. For example, \(\phi=1\) for mass conservation, \(\phi=\mathrm{v}\) for momentum conservation, and for a scalar property, \(\phi\) represents the conserved property per unit mass. Using (A.3), the left hand side of each of conservation equations, (A.1) and (A.2), can be written as
\[
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega_{C M}} \rho \phi \mathrm{~d} \Omega=\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega_{C V}} \rho \phi \mathrm{~d} \Omega+\int_{\partial \Omega_{C V}} \rho \phi\left(\mathbf{v}-\mathbf{v}_{b}\right) \cdot \mathbf{n} \mathrm{d} S, \tag{A.4}
\end{equation*}
\]
where \(\Omega_{C V}\) is the CV, n denotes the unit outward normal to \(\partial \Omega_{C V}, \mathrm{~d} S\) represents the surface element, v is the fluid velocity, and \(\mathrm{v}_{b}\) denotes the velocity of the CV surface \(\partial \Omega_{C V}\). The equation (A.4) is called the control volume equation or the Reynolds's transport equation. For a fixed CV, \(\mathrm{v}_{b}=0\) and the first derivative on the right hand side of (A.4) becomes a local (partial) derivative:
\[
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega_{C M}} \rho \phi \mathrm{~d} \Omega=\frac{\partial}{\partial t} \int_{\Omega_{C V}} \rho \phi \mathrm{~d} \Omega+\int_{\partial \Omega_{C V}} \rho \phi \mathbf{v} \cdot \mathbf{n} \mathrm{~d} S . \tag{A.5}
\end{equation*}
\]

Note that the material derivative applied to the control volume is
\[
\frac{\mathrm{d}}{\mathrm{~d} t}=\frac{\partial}{\partial t}+\mathbf{v}_{b} \cdot \nabla .
\]

For a detailed derivation of this equation, see e.g. [54, 69].

\section*{A.2. Conservation of Mass}

The integral form of the mass conservation equation follows from the control volume equation (A.5), by setting \(\phi=1\) :
\[
\begin{equation*}
\frac{\partial}{\partial t} \int_{\Omega} \rho \mathrm{d} \Omega+\int_{\partial \Omega} \rho \mathbf{v} \cdot \mathbf{n} \mathrm{d} S=0, \tag{A.6}
\end{equation*}
\]
where we have omitted the subscript \(C V\) from \(\Omega\). The above equation is also called the continuity equation. Recall the Gauss's divergence theorem
\[
\begin{equation*}
\int_{\Omega} \nabla \cdot \mathbf{A} \mathrm{d} \Omega=\int_{\partial \Omega} \mathbf{A} \cdot \mathbf{n} \mathrm{d} S, \tag{A.7}
\end{equation*}
\]
for any vector field A defined in the control volume \(\Omega\). Applying (A.7) to (A.6) and allowing the CV to become infinitesimally small, we have the following differential coordinate-free form of the continuity equation
\[
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla \cdot(\rho \mathbf{v})=0 \tag{A.8}
\end{equation*}
\]
and its Cartesian form
\[
\begin{equation*}
\frac{\partial \rho}{\partial t}+\frac{\partial\left(\rho v_{i}\right)}{\partial x_{i}}=\frac{\partial \rho}{\partial t}+\frac{\partial(\rho u)}{\partial x}+\frac{\partial(\rho v)}{\partial y}+\frac{\partial(\rho w)}{\partial z}=0 \tag{A.9}
\end{equation*}
\]
where \(x_{i}(i=1,2,3)\) or \((x, y, z)\) are the Cartesian coordinates and \(v_{i}\) or \((u, v, w)\) are the Cartesian components of the velocity v. Here we have utilized the Einstein convention that whenever the same index appears twice in any term, summation over the range of that index is applied.

\section*{A.3. Conservation of Momentum}

Using (A.2) and (A.5) with \(\phi=\mathrm{v}\), one can obtain the integral form of the momentum conservation equation
\[
\begin{equation*}
\frac{\partial}{\partial t} \int_{\Omega} \rho \mathbf{v} \mathbf{d} \Omega+\int_{\partial \Omega} \rho \mathbf{v} \mathbf{v} \cdot \mathbf{n} \mathrm{d} S=\sum f . \tag{A.10}
\end{equation*}
\]

The right hand side consists of the forces:
- surface forces: pressure, normal and shear stresses, surface tension, etc.;
- body forces: gravity, electromagnetic forces, etc..

The surface forces due to pressure and stresses are the microscopic momentum flux across the surface. For Newtonian fluids, the stress tensor \(\mathcal{T}\), which is the molecular transport rate of momentum, reads
\[
\begin{equation*}
\mathcal{T}=2 \mu \mathcal{D}+\left[\left(\kappa-\frac{2}{3} \mu\right) \nabla \cdot \mathbf{v}-p\right] I, \tag{A.11}
\end{equation*}
\]
where \(p\) is the static pressure, \(\mu\) and \(\kappa\) are respectively the shear coefficient of viscosity and the bulk coefficient of viscosity, \(I\) is the unit (identity) tensor, and \(\mathcal{D}\) is the rate of strain (deformation) tensor defined by
\[
\begin{equation*}
\mathcal{D}=\frac{1}{2}\left(\nabla \mathbf{v}+(\nabla \mathbf{v})^{T}\right) \tag{A.12}
\end{equation*}
\]

The following notation is often used in the literature to denote the viscous part of the stress tensor
\[
\begin{equation*}
\boldsymbol{\tau}=2 \mu \mathcal{D}+\left[\left(\kappa-\frac{2}{3} \mu\right) \nabla \cdot \mathbf{v}\right] I \tag{A.13}
\end{equation*}
\]

Thus the stress tensor can be written as
\[
\begin{equation*}
\mathcal{T}=\boldsymbol{\tau}-p I \tag{A.14}
\end{equation*}
\]
and its components read
\[
\begin{equation*}
\mathcal{T}_{i j}=\tau_{i j}-p \delta_{i j} \tag{A.15}
\end{equation*}
\]
where
\[
\tau_{i j}=2 \mu \mathcal{D}_{i j}+\left(\kappa-\frac{2}{3} \mu\right) \delta_{i j} \nabla \cdot \mathbf{v}, \quad \mathcal{D}_{i j}=\frac{1}{2}\left(\frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}\right) .
\]

Assume that gravity \(g\) is the only body force. Then, the integral form of the momentum conservation equation becomes
\[
\begin{equation*}
\frac{\partial}{\partial t} \int_{\Omega} \rho \mathbf{v} \mathbf{d} \Omega+\int_{\partial \Omega} \rho \mathbf{v} \mathbf{v} \cdot \mathbf{n} \mathbf{d} S=\int_{\partial \Omega} \mathcal{T} \cdot \mathbf{n} \mathrm{d} S+\int_{\Omega} \rho \mathbf{g} \mathbf{d} \Omega \tag{A.16}
\end{equation*}
\]

A coordinate-free vector form of the momentum conservation equation is readily obtained by applying the Gauss's divergence theorem (A.7) to the convective and diffusive flux terms of (A.16):
\[
\begin{equation*}
\frac{\partial(\rho \mathbf{v})}{\partial t}+\nabla \cdot(\rho \mathbf{v} \mathbf{v})=\nabla \cdot \mathcal{T}+\rho \mathbf{g} \tag{A.17}
\end{equation*}
\]

The continuity equation (A.8) and the momentum equations (A.17) are called the Navier-Stokes equations.

The corresponding equation for the \(i\) th component of (A.17) is
\[
\begin{equation*}
\frac{\partial\left(\rho v_{i}\right)}{\partial t}+\nabla \cdot\left(\rho v_{i} \mathbf{v}\right)=\nabla \cdot \mathcal{T}_{i}+\rho g_{i} \tag{A.18}
\end{equation*}
\]
where \(\mathcal{T}_{i}\) in the Cartesian coordinates can be expressed as
\[
\begin{equation*}
\mathcal{T}_{i}=\mu\left(\frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}\right) I_{j}+\left[\left(\kappa-\frac{2}{3} \mu\right) \nabla \cdot \mathbf{v}-p\right] I_{i}, \tag{A.19}
\end{equation*}
\]
where \(I_{i}\) is the Cartesian unit vector in the direction of the coordinate \(x_{i}\).
The integral form of (A.18) reads
\[
\begin{equation*}
\frac{\partial}{\partial t} \int_{\Omega} \rho v_{i} \mathbf{d} \Omega+\int_{\partial \Omega} \rho v_{i} \mathbf{v} \cdot \mathbf{n} \mathbf{d} S=\int_{\partial \Omega} \mathcal{T}_{i} \cdot \mathbf{n} \mathbf{d} S+\int_{\Omega} \rho g_{i} \mathbf{d} \Omega \tag{A.20}
\end{equation*}
\]

In index notation, (A.18) can be rewritten as
\[
\begin{equation*}
\frac{\partial\left(\rho v_{i}\right)}{\partial t}+\frac{\partial\left(\rho v_{j} v_{i}\right)}{\partial x_{j}}=-\frac{\partial p}{\partial x_{i}}+\frac{\partial \tau_{i j}}{\partial x_{j}}+\rho g_{i} . \tag{A.21}
\end{equation*}
\]

In approximating the momentum equations by finite difference schemes, it is often more convenient to deal with the following non-conservative form
\[
\begin{equation*}
\rho\left(\frac{\partial v_{i}}{\partial t}+\mathbf{v} \cdot \nabla v_{i}\right)=\nabla \cdot \mathcal{T}_{i}+\rho g_{i} \tag{A.22}
\end{equation*}
\]

Here we describe the momentum equations for the incompressible Newtonian fluid of constant density and viscosity. In this case, since \(\nabla \cdot \mathbf{v}=0\), (A.21) becomes
\[
\begin{equation*}
\rho\left(\frac{\partial v_{i}}{\partial t}+v_{j} \frac{\partial v_{i}}{\partial x_{j}}\right)=-\frac{\partial p}{\partial x_{i}}+\rho g_{i}+\mu \frac{\partial^{2} v_{i}}{\partial x_{j} \partial x_{j}} . \tag{A.23}
\end{equation*}
\]

In 2D Cartesian coordinates, (A.23) reads
\[
\begin{align*}
& \text { (a) } \rho\left(\frac{\partial v_{1}}{\partial t}+v_{1} \frac{\partial v_{1}}{\partial x}+v_{2} \frac{\partial v_{1}}{\partial y}\right)=-\frac{\partial p}{\partial x}+\rho g_{1}+\mu\left(\frac{\partial^{2} v_{1}}{\partial x^{2}}+\frac{\partial^{2} v_{1}}{\partial y^{2}}\right),  \tag{A.24}\\
& \text { (b) } \rho\left(\frac{\partial v_{2}}{\partial t}+v_{1} \frac{\partial v_{2}}{\partial x}+v_{2} \frac{\partial v_{2}}{\partial y}\right)=-\frac{\partial p}{\partial y}+\rho g_{2}+\mu\left(\frac{\partial^{2} v_{2}}{\partial x^{2}}+\frac{\partial^{2} v_{2}}{\partial y^{2}}\right) .
\end{align*}
\]

Thus the complete set of the Navier-Stokes equations for incompressible homogeneous flows becomes (in Gibbs notation)
\[
\begin{align*}
& \text { (a) } \nabla \cdot \mathbf{v}=0 \\
& \text { (b) } \frac{\partial \mathbf{v}}{\partial t}+(\mathbf{v} \cdot \nabla) \mathbf{v}=-\nabla p^{\prime}+\mathbf{g}+\nu \Delta \mathbf{v} \tag{A.25}
\end{align*}
\]
where \(p^{\prime}=p / \rho\) and \(\nu=\mu / \rho\) is the kinematic viscosity coefficient.

In the case of frictionless (inviscid) flow, i.e., \(\mu=0\), the equation of motion (A.25.b) reduces to the Euler's equation,
\[
\begin{equation*}
\frac{\partial \mathbf{v}}{\partial t}+(\mathbf{v} \cdot \nabla) \mathbf{v}=-\nabla p^{\prime}+\mathbf{g} \tag{A.26}
\end{equation*}
\]

\section*{A.4. Non-dimensionalization of the Navier-Stokes Equations}

Now we will discuss some scaling properties of the Navier-Stokes equations with the aim of introducing a parameter (the Reynolds number) that measures the effect of viscosity.

Let \(L\) be a reference length \(L\) and \(U\) a reference velocity. These number are chosen in an arbitrary way. For example, if we consider a free-stream flow past a sphere, \(L\) can be either the radius or the diameter of the sphere and \(U\) can be the magnitude of the fluid velocity at infinity. The choice determines a time scale \(T=L / U\). We measure \(\mathbf{x}, \mathbf{v}\), and \(t\) as fractions of these scales, i.e., we introduce the following dimensionless quantities
\[
\mathbf{x}^{\prime}=\frac{\mathbf{x}}{L}, \quad \mathbf{v}^{\prime}=\frac{\mathbf{v}}{U}, \quad t^{\prime}=\frac{t}{T} .
\]

Consider the change of variables e.g. for the \(x\)-component of the Navier-Stokes equations in 2D Cartesian coordinates (A.24.a):
\[
\begin{aligned}
& \rho\left(\frac{\partial\left(U v_{1}^{\prime}\right)}{\partial t^{\prime}} \frac{\partial t^{\prime}}{\partial t}+U v_{1}^{\prime} \frac{\partial\left(U v_{1}^{\prime}\right)}{\partial x^{\prime}} \frac{\partial x^{\prime}}{\partial x}+U v_{2} \frac{\partial\left(U v_{1}^{\prime}\right)}{\partial y^{\prime}} \frac{\partial y^{\prime}}{\partial y}\right) \\
& \quad=-\frac{\partial p}{\partial x^{\prime}} \frac{\partial x^{\prime}}{\partial x}+\rho g_{1}+\mu\left(\frac{\partial^{2}\left(U v_{1}^{\prime}\right)}{\partial\left(L x^{\prime}\right)^{2}}+\frac{\partial^{2}\left(U v_{1}^{\prime}\right)}{\partial\left(L x^{\prime}\right)^{2}}\right)
\end{aligned}
\]
or
\[
\rho \frac{U^{2}}{L}\left(\frac{\partial v_{1}^{\prime}}{\partial t^{\prime}}+v_{1}^{\prime} \frac{\partial v_{1}^{\prime}}{\partial x^{\prime}}+v_{2}^{\prime} \frac{\partial v_{1}^{\prime}}{\partial y^{\prime}}\right)=-\frac{1}{L} \frac{\partial p}{\partial x^{\prime}}+\rho g_{1}+\mu \frac{U}{L^{2}}\left(\frac{\partial^{2} v_{1}^{\prime}}{\partial x^{\prime 2}}+\frac{\partial^{2} v_{1}^{\prime}}{\partial y^{\prime 2}}\right) .
\]

Thus we have
\[
\frac{\partial v_{1}^{\prime}}{\partial t^{\prime}}+v_{1}^{\prime} \frac{\partial v_{1}^{\prime}}{\partial x^{\prime}}+v_{2}^{\prime} \frac{\partial v_{1}^{\prime}}{\partial y^{\prime}}=-\frac{1}{\rho U^{2}} \frac{\partial p}{\partial x^{\prime}}+\frac{L}{U^{2}} g_{1}+\frac{\nu}{L U}\left(\frac{\partial^{2} v_{1}^{\prime}}{\partial x^{\prime 2}}+\frac{\partial^{2} v_{1}^{\prime}}{\partial y^{\prime 2}}\right) .
\]

It is straightforward to apply the change of variables to the \(x\)-component (and also the other ones) of the Navier-Stokes equations in 3D. It follows from the change of variables that (A.25) becomes

> (a) \(\nabla^{\prime} \cdot \mathbf{v}^{\prime}=0\)
> (b) \(\frac{\partial \mathbf{v}^{\prime}}{\partial t^{\prime}}+\mathbf{v}^{\prime} \cdot \nabla^{\prime} \mathbf{v}^{\prime}=-\nabla^{\prime} p^{\prime}+\mathbf{g}^{\prime}+\frac{1}{R} \Delta^{\prime} \mathbf{v}^{\prime}\)
where
\[
p^{\prime}=\frac{p}{\rho U^{2}}, \quad \mathbf{g}^{\prime}=\frac{L \mathbf{g}}{U^{2}}, \quad R=\frac{L U}{\nu} .
\]

Here the dimensionless quantity \(R\) is the Reynolds number. The equations (A.27) are the the Navier-Stokes equations in dimensionless variables. (The gravity term \(\mathrm{g}^{\prime}\) is often ignored.)

When \(R\) is very small, the flow transport is dominated by the diffusion/dissipation and the convection term (sometimes, called inertia) \(\mathbf{v} \cdot \nabla \mathbf{v}\) becomes much smaller than the diffusion term \(\frac{1}{R} \Delta \mathbf{v}\), i.e.,
\[
|\mathbf{v} \cdot \nabla \mathbf{v}| \ll\left|\frac{1}{R} \Delta \mathbf{v}\right| .
\]

Ignoring the convection term, we have the Stokes's equations
\[
\begin{align*}
& \text { (a) } \nabla \cdot \mathbf{v}=0 \\
& \text { (b) } \frac{\partial \mathbf{v}}{\partial t}=-\nabla p+\mathbf{g}+\frac{1}{R} \Delta \mathbf{v} . \tag{A.28}
\end{align*}
\]

\section*{A.5. Generic Transport Equations}

The integral form of the equation describing conservation of a scalar quantity \(\phi\) is analogous to the previous equations and reads
\[
\begin{equation*}
\frac{\partial}{\partial t} \int_{\Omega} \rho \phi \mathbf{d} \Omega+\int_{\partial \Omega} \rho \phi \mathbf{v} \cdot \mathbf{n} \mathbf{d} S=\sum f_{\phi} \tag{A.29}
\end{equation*}
\]
where \(f_{\phi}\) represents any sources and sinks and transport of \(\phi\) by mechanisms other than convection. Diffusive transport \(f_{\phi}^{d}\) is always present and usually expressed by a gradient approximation
\[
\begin{equation*}
f_{\phi}^{d}=\int_{\partial \Omega} D \nabla \phi \cdot \mathbf{n} \mathbf{d} S \tag{A.30}
\end{equation*}
\]
where \(D\) is the diffusivity for \(\phi\). The equation (A.30) is called Fick's law for mass diffusion or Fourier's law for heat diffusion. Since the sources/sinks can be expressed as
\[
f_{\phi}^{s}=\int_{\Omega} q_{\phi} \mathrm{d} \Omega
\]
setting \(f_{\phi}=f_{\phi}^{d}+f_{\phi}^{s}\) and applying the Gauss's divergence theorem, one can obtain the generic transport equation, the coordinate-free form of the equation (A.29):
\[
\begin{equation*}
\frac{\partial(\rho \phi)}{\partial t}+\nabla \cdot(\rho \phi \mathbf{v})=\nabla \cdot(D \nabla \phi)+q_{\phi} . \tag{A.31}
\end{equation*}
\]

The lecture note will first focus on the numerical methods for (A.31). More precisely, we will consider numerical methods for the convection-diffusion equation of the form
(a) \(\frac{\partial c}{\partial t}+\nabla \cdot(\mathbf{v} c)-\nabla \cdot(D \nabla c)=f, \quad(\mathbf{x}, t) \in \Omega \times J\),
(b)
\((D \nabla c) \cdot \nu=0\),
\((\mathbf{x}, t) \in \Gamma \times J\),
(c) \(\quad c=c_{0}, \quad \mathbf{x} \in \Omega, t=0\),
where \(c\) is the unknown (e.g. concentration), \(\Omega \subset \mathbb{R}^{d}, 1 \leq d \leq 3\), is a bounded domain with its boundary \(\Gamma=\partial \Omega\) and \(J=(0, T]\) the time interval, \(T>0\). Here \(\mathbf{v}=\mathbf{v}(c)\) is the fluid velocity, \(\nu\) is the outward normal to \(\Gamma\), and \(f=f(c)\) denotes chemical reactions and source/sink. The diffusion tensor \(D=D(\mathbf{v}, c)\) is symmetric and positive definite:
\[
D^{T}=D ; \quad D_{*}|\mathbf{y}|^{2} \leq \mathbf{y}^{T} D(\mathbf{x}) \mathbf{y} \leq D^{*}|\mathbf{y}|^{2}, \quad \forall \mathbf{x} \in \Omega, \quad \forall \mathbf{y} \in \mathbb{R}^{d}
\]
for some positive constants \(D_{*}\) and \(D^{*}\). The velocity either can be obtained by solving another equation such as the pressure equation or is given from experiments.

Special features of the continuity and momentum equations (Navier-Stokes equations) will be considered afterwards as applications of the numerical methods for the generic equation.

\section*{A.6. Homework}
1. Use \(\nabla \cdot\left(\rho v_{i} \mathbf{v}\right)=v_{i} \nabla \cdot(\rho \mathbf{v})+\rho \mathbf{v} \cdot \nabla v_{i}\) to derive (A.22) from (A.9) and (A.18).
A.6. Homework
2. Derive (A.23).

\section*{Appendix B}

\section*{Elliptic Partial Differential Equations}

\section*{B.1. Regularity Estimates}

The quasilinear second-order elliptic equation in 2D is defined as
\[
\begin{equation*}
-\nabla \cdot(A(\mathbf{x}) \nabla u)+b(\mathbf{x}, u, \nabla u)=f(\mathbf{x}), \tag{B.1}
\end{equation*}
\]
where \(b\) is a general function and \(A\) is symmetric positive definite, i.e.,
\[
A=\left[\begin{array}{cc}
a_{11} & a_{12} \\
a_{12} & a_{22}
\end{array}\right], \quad a_{11}>0, \quad a_{22}>0, \quad a_{11} a_{22}>a_{12}^{2}
\]

For simplicity, we begin with the constant coefficient linear equation
\[
\begin{equation*}
-\nabla \cdot(A \nabla u)+\mathbf{b} \cdot \nabla u+c u=f \tag{B.2}
\end{equation*}
\]
where \(\mathbf{b}=\left(b_{1}, b_{2}\right)\).
The Fourier transform in 2D reads
\[
\widehat{u}(\boldsymbol{\xi})=\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} u(\mathbf{x}) e^{-i \mathbf{x} \cdot \boldsymbol{\xi}} d \mathbf{x} ;
\]
its inverse formula is
\[
u(\mathbf{x})=\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} u(\boldsymbol{\xi}) e^{i \mathbf{x} \cdot \boldsymbol{\xi}} d \boldsymbol{\xi}
\]

The Fourier transform satisfies the Parseval's identity
\[
\begin{equation*}
\int_{\mathbb{R}^{2}}|u(\mathbf{x})|^{2} d \mathbf{x}=\int_{\mathbb{R}^{2}}|\widehat{u}(\boldsymbol{\xi})|^{2} d \boldsymbol{\xi} . \tag{B.3}
\end{equation*}
\]

Let \(\partial_{\mathbf{x}}=\left(\partial_{x_{1}}, \partial_{x_{2}}\right)\), where \(\partial_{x_{i}}=\partial / \partial x_{i}, i=1,2\). For \(\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}\right)\), a pair of nonnegative integers, define
\[
|\boldsymbol{\alpha}|=\alpha_{1}+\alpha_{2}, \quad \boldsymbol{\xi}^{\alpha}=\xi_{1}^{\alpha_{1}} \xi_{2}^{\alpha_{2}}, \quad \partial_{\mathbf{x}}^{\alpha}=\left(\partial_{x_{1}}^{\alpha_{1}}, \partial_{x_{2}}^{\alpha_{2}}\right)
\]

Since
\[
\begin{equation*}
\widehat{\partial_{x}^{\alpha} u}=i^{|\alpha|} \xi^{\alpha} \widehat{u}, \tag{B.4}
\end{equation*}
\]
equation (B.2) in its Fourier transform becomes
\[
\begin{equation*}
P(\boldsymbol{\xi}) \widehat{u}(\boldsymbol{\xi})=\widehat{f}(\boldsymbol{\xi}) \tag{B.5}
\end{equation*}
\]
where
\[
P(\boldsymbol{\xi})=\boldsymbol{\xi} \cdot A \boldsymbol{\xi}+i \mathbf{b} \cdot \boldsymbol{\xi}+c .
\]

From the ellipticity requirements: \(a_{11}>0, a_{22}>0\), and \(a_{11} a_{22}>a_{12}^{2}\), we see
\[
\boldsymbol{\xi} \cdot A \boldsymbol{\xi} \geq C_{0}|\boldsymbol{\xi}|^{2}
\]
for some \(C_{0}>0\). Thus there are \(C_{1}>0\) and \(R_{0} \geq 0\) such that
\[
\begin{equation*}
|P(\boldsymbol{\xi})| \geq C_{1}|\boldsymbol{\xi}|^{2}, \quad \text { if }|\boldsymbol{\xi}| \geq R_{0} \tag{B.6}
\end{equation*}
\]
and therefore we have
\[
\begin{equation*}
|\widehat{u}(\boldsymbol{\xi})| \leq C_{2} \frac{|\widehat{f}(\boldsymbol{\xi})|}{|\boldsymbol{\xi}|^{2}}, \quad \text { if }|\boldsymbol{\xi}| \geq R_{0} \tag{B.7}
\end{equation*}
\]
for some \(C_{2}>0\). Thus, from (B.3), (B.4), and (B.7),
\[
\begin{align*}
\int_{\mathbb{R}^{2}}\left|\partial_{\mathbf{x}}^{\alpha} u\right|^{2} d \mathbf{x} & =\int_{\mathbb{R}^{2}}\left|\boldsymbol{\xi}^{\alpha} \widehat{u}\right|^{2} d \boldsymbol{\xi} \\
& \leq \int_{|\xi| \leq R_{0}}|\boldsymbol{\xi}|^{2|\alpha|}|\widehat{u}|^{2} d \boldsymbol{\xi}+\int_{|\xi| \geq R_{0}} C_{2}|\boldsymbol{\xi}|^{2|\alpha|} \frac{|\widehat{f}|^{2}}{|\boldsymbol{\xi}|^{2}} d \boldsymbol{\xi}  \tag{B.8}\\
& \leq R_{0}^{2|\alpha|} \int_{\mathbb{R}^{2}}|\widehat{u}|^{2} d \boldsymbol{\xi}+C_{2} \int_{\mathbb{R}^{2}}|\boldsymbol{\xi}|^{2|\alpha|-2}|\widehat{f}|^{2} d \boldsymbol{\xi} .
\end{align*}
\]

For nonnegative integer \(s\), the \(H^{s}\left(\mathbb{R}^{2}\right)\)-norm is defined as
\[
\|u\|_{s}^{2}=\sum_{|\alpha| \leq s} \int_{\mathbb{R}^{2}}\left|\partial_{\mathbf{x}}^{\alpha} u\right|^{2} d \mathbf{x}
\]

Then, it follows from (B.8) and the Parseval's identity that
\[
\begin{equation*}
\|u\|_{s+2}^{2} \leq C\left(\|f\|_{s}^{2}+\|u\|_{0}^{2}\right), \quad s \geq 0 \tag{B.9}
\end{equation*}
\]
for some \(C=C(s, A, \mathbf{b}, c)>0\).
The inequality (B.9) is called a regularity estimate. Note that when \(\mathbf{b}=0\) and \(c \geq 0\), (B.6) holds with \(R_{0}=0\). Thus the regularity estimate reads
\[
\begin{equation*}
\|u\|_{s+2} \leq C\|f\|_{s}, \quad s \geq 0, \quad \text { if } \mathbf{b}=0 \text { and } c \geq 0 \tag{B.10}
\end{equation*}
\]

When (B.2) is defined on bounded domain \(\Omega \subset \mathbb{R}^{2}\) whose boundary is sufficiently smooth, one can obtain an interior regularity estimate of the form
\[
\begin{equation*}
\|u\|_{s+2, \Omega_{1}}^{2} \leq C\left(\|f\|_{s, \Omega}^{2}+\|u\|_{0, \Omega}^{2}\right), \quad s \geq 0 \tag{B.11}
\end{equation*}
\]
where \(\Omega_{1} \subset \Omega\) is such that its boundary is contained in the interior of \(\Omega\), and the constant \(C=C\left(s, A, \mathbf{b}, c, \Omega, \Omega_{1}\right)>0\).

\section*{B.2. Maximum and Minimum Principles}

This section presents the maximum and minimum principles for subharmonic and superharmonic functions, respectively, following Gilberg and Trudinger [26, Ch.2].

The function \(u\) is called harmonic (subharmonic, superharmonic) in \(\Omega \subset \mathbb{R}^{n}\) if it satisfies
\[
-\Delta u=0(\leq 0, \geq 0), \quad \mathrm{x} \in \Omega
\]

The following is known as the mean value theorems, which characterize harmonic functions.
Theorem B.1. Let \(u \in C^{2}(\Omega)\) satisfy \(-\Delta u=0(\leq 0, \geq 0)\) in \(\Omega\). Then, for any ball \(B=B_{R}(\mathbf{y}) \subset \subset \Omega\), we have
\[
\begin{align*}
& u(\mathbf{y})=(\leq, \geq) \frac{1}{|\partial B|} \int_{\partial B} u d s  \tag{B.12}\\
& u(\mathbf{y})=(\leq, \geq) \frac{1}{|B|} \int_{B}^{\partial B} u d \mathbf{x}
\end{align*}
\]

With the aid of Theorem B.1, the strong maximum principle for subharmonic functions and the strong minimum principle for superharmonic functions can be derived as follows.
Theorem B.2. Let \(-\Delta u \leq 0(\geq 0)\) in \(\Omega\) and suppose there is a point \(\mathbf{y} \in \Omega\) such that
\[
u(\mathbf{y})=\sup _{\Omega} u\left(\inf _{\Omega} u\right) .
\]

Then \(u\) is constant. Therefore a harmonic function cannot assume an interior maximum or minimum value unless it is constant.
Proof. Let \(-\Delta u \leq 0\) in \(\Omega, M=\sup _{\Omega} u\) and \(\Omega_{M}=\{\mathbf{x} \in \Omega: u(\mathbf{x})=M\}\). By assumption, \(\Omega_{M} \neq \emptyset\). Furthermore since \(u\) is continuous, \(\Omega_{M}\) is closed relative to \(\Omega\). We are going to show \(\Omega_{M}\) is also open relative to \(\Omega\) to conclude \(\Omega_{M}=\Omega\). Let z is a point in \(\Omega_{M}\). Apply the mean value inequality (B.12) to the subharmonic function \(u-M\) in a ball \(B=B_{R}(\mathbf{z}) \subset \subset \Omega\) to get
\[
0=u(\mathbf{z})-M \leq \frac{1}{|B|} \int_{B}(u-M) d \mathbf{x} \leq 0
\]

Since \(u-M \leq 0\) in in \(B_{R}(\mathbf{z})\), we must have \(u=M\) in \(B_{R}(\mathbf{z})\), which implies \(\Omega_{M}\) is open. The result for superharmonic functions follows by replacing \(u\) by \(-u\).

Theorem B. 2 implies the following weak maximum and minimum principles.
Theorem B.3. Let \(u \in C^{2}(\Omega) \cap C^{0}(\bar{\Omega})\) with \(-\Delta u \leq 0(\geq 0)\) in \(\Omega\). Then, provided that \(\Omega\) is bounded,
\[
\sup _{\Omega} u=\sup _{\partial \Omega} u\left(\inf _{\Omega} u=\inf _{\partial \Omega} u\right) .
\]

Therefore, for a harmonic function \(u\),
\[
\inf _{\partial \Omega} u \leq u(\mathbf{x}) \leq \sup _{\partial \Omega} u, \quad \mathbf{x} \in \Omega
\]

The uniqueness theorem for the classical Dirichlet problem for the Poisson equation in bounded domains follows from Theorem B.3.
Theorem B.4. Let \(u, v \in C^{2}(\Omega) \cap C^{0}(\bar{\Omega})\) satisfy \(-\Delta u=-\Delta v\) in \(\Omega\) and \(u=v\) on \(\partial \Omega\). Then \(u=v\) in \(\Omega\).

Proof. Let \(w=u-v\). Then \(-\Delta w=0\) in \(\Omega\) and \(w=0\) on \(\partial \Omega\). It follows from Theorem B. 3 that \(w \equiv 0\) in \(\Omega\).

Now, consider the linear elliptic operator of the form
\[
\begin{equation*}
L u=-\nabla \cdot(A(\mathbf{x}) \nabla u)+\mathbf{b}(\mathbf{x}) \cdot \nabla u+c(\mathbf{x}) u . \tag{B.13}
\end{equation*}
\]

A function \(u\) satisfying \(L u=0(\leq 0, \geq 0)\) in \(\Omega\) is called a solution (subsolution, supersolution) of \(L u=0\) in \(\Omega\). Analogues to Theorems B. 3 and B. 4 can be proved for \(L\). See [26, §3.1] for proofs.
Theorem B.5. Let \(L\) be elliptic in a bounded domain \(\Omega\) with \(c=0\). Suppose \(u \in C^{2}(\Omega) \cap C^{0}(\bar{\Omega})\) with \(L u \leq 0(\geq 0)\) in \(\Omega\). Then
\[
\sup _{\Omega} u=\sup _{\partial \Omega} u\left(\inf _{\Omega} u=\inf _{\partial \Omega} u\right) .
\]

Theorem B.6. Let \(L\) be elliptic with \(c \geq 0\). Suppose \(u, v \in C^{2}(\Omega) \cap C^{0}(\bar{\Omega})\) satisfy \(L u=L v\) in \(\Omega\) and \(u=v\) on \(\partial \Omega\). Then \(u=v\) in \(\Omega\). If \(L u \leq L v\) in \(\Omega\) and \(u \leq v\) on \(\partial \Omega\), then \(u \leq v\) in \(\Omega\).

\section*{B.3. Discrete Maximum and Minimum Principles}

Let \(\Delta_{h}\) be the discrete five-point Laplacian defined on grid points \(\Omega_{h}=\left\{\mathbf{x}_{p q} \in\right.\) \(\bar{\Omega}\}\), where \(h\) is the grid size and \(\Omega\) is a bounded region in 2D.
Theorem B.7. Let \(\Omega\) be a rectangular region and \(-\Delta_{h} u \leq 0(\geq 0)\) on \(\Omega_{h}\). If \(u\) has an interior maximum (minimum), then \(u\) is constant on \(\Omega_{h}\). Therefore
\[
\max _{\Omega_{h}} u=\max _{\partial \Omega_{h}} u\left(\min _{\Omega_{h}} u=\min _{\partial \Omega_{h}} u\right) .
\]

Proof. First, consider the case \(-\Delta_{h} u \leq 0\); let \(u\) have a maximum value at an interior point \(\mathbf{x}_{p q}\). The condition \(-\Delta_{h} u \leq 0\) is equivalent to
\[
\begin{equation*}
u_{p q} \leq \frac{1}{2+2 r^{2}}\left(u_{p-1, q}+u_{p+1, q}+r^{2} u_{p, q-1}+r^{2} u_{p, q+1}\right) \tag{B.14}
\end{equation*}
\]
where \(r=h_{x} / h_{y}\). Hence this easily leads to the conclusion that the interior point \(\mathbf{x}_{p q}\) can have a (local) maximum only if all neighboring points have the
same maximum value and that the inequality is actually an equality. The argument then implies that \(u\) has the same value at all grid points including those on the boundary. This proves the discrete maximum principle for \(-\Delta_{h} u \leq 0\). Now, the discrete minimum principle for the superharmonic functions can be proved by replacing \(u\) by \(-u\) and following the same argument.

The following generalizes Theorem B.7.
Theorem B.8. Let \(L=-\nabla \cdot A(\mathbf{x}) \nabla+\mathbf{b}(\mathbf{x}) \cdot \nabla\) be an elliptic operator defined in a rectangular region \(\Omega\), where \(A(\mathrm{x})=\operatorname{diag}\left(a_{11}(\mathrm{x}), a_{22}(\mathrm{x})\right)\), and \(L_{h}\) be the a five-point FD discretization of \(L\). Assume that \(h\) is sufficiently small when \(\mathbf{b} \neq 0\). Suppose a function \(u\) satisfies \(L_{h} u \leq 0(\geq 0)\) on \(\Omega_{h}\) and has an interior maximum (minimum), then \(u\) is constant on \(\Omega_{h}\). Thus
\[
\max _{\Omega_{h}} u=\max _{\partial \Omega_{h}} u\left(\min _{\Omega_{h}} u=\min _{\partial \Omega_{h}} u\right)
\]
and therefore, for a solution \(u\) of \(L_{h} u=0\),
\[
\inf _{\partial \Omega_{h}} u \leq u(\mathbf{x}) \leq \sup _{\partial \Omega_{h}} u, \quad \mathbf{x} \in \Omega_{h} .
\]

Proof. Let \(u\) have a maximum at an interior point \(\mathbf{x}_{p q}\). The condition \(L_{h} u \leq 0\) is equivalent to
\[
\begin{equation*}
u_{p q} \leq \frac{1}{a_{p q}^{p q}}\left(-a_{p-1, q}^{p q} u_{p-1, q}-a_{p+1, q}^{p q} u_{p+1, q}-a_{p, q-1}^{p q} u_{p, q-1}-a_{p, q+1}^{p q} u_{p, q+1}\right), \tag{B.15}
\end{equation*}
\]
where \(a_{r s}^{p q}\) is the matrix entry corresponding to the relationship of \(L_{h}\) from \(u_{p q}\) to \(u_{r s}\). Note that for five-point FD schemes,
\[
\begin{equation*}
a_{p q}^{p q}=-\left(a_{p-1, q}^{p q}+a_{p+1, q}^{p q}+a_{p, q-1}^{p q}+a_{p, q+1}^{p q}\right)>0 . \tag{B.16}
\end{equation*}
\]

When \(\mathbf{b}=0\), it is easy to see that the coefficients \(a_{r s}^{p q},(p q) \neq(r s)\), are all strictly negative; for the case \(\mathbf{b} \neq 0\), one needs to choose the grid size \(h\) sufficiently small in order for the four off-diagonal entries of the algebraic system to remain negative. Now, let \(u_{p q}\) be an interior (local) maximum. Then it follows from (B.15), (B.16), and \(a_{r s}^{p q}<0,(p q) \neq(r s)\), that all the neighboring values must be the same as the maximum, which implies \(u\) is constant on
\(\Omega_{h}\). This proves the discrete maximum principle for subsolutions. As in the proof of Theorem B.7, the discrete minimum principle for supersolutions can be proved by replacing \(u\) by \(-u\) and following the same argument.

See Exercise 4.7, on page 152, for the maximum principle applied for more general elliptic problems.

\section*{B.4. Coordinate Changes}

Often we have to solve the PDEs on a domain that is not a rectangle or other easy shape. In the case it is desirable to change coordinates so that the solution can be computed in a convenient coordinate system. We begin with the elliptic equation
\[
\begin{equation*}
-\nabla \cdot(A(\mathbf{x}) \nabla u)=f(\mathbf{x}) \tag{B.17}
\end{equation*}
\]
where \(A=\left[a_{i j}\right]\) is symmetric positive definite. Let \(\boldsymbol{\xi}\) be another coordinate system:
\[
\begin{equation*}
\boldsymbol{\xi}=\boldsymbol{\xi}(\mathrm{x}) . \tag{B.18}
\end{equation*}
\]

Then we see
\[
\begin{equation*}
\nabla_{\mathbf{x}}=J^{T} \nabla_{\xi}, \quad J=\left[\frac{\partial \xi_{i}}{\partial x_{j}}\right] \tag{B.19}
\end{equation*}
\]
and therefore
\[
\begin{equation*}
\nabla_{\mathrm{x}} \cdot A \nabla_{\mathrm{x}}=\nabla_{\xi} \cdot J A J^{T} \nabla_{\xi} . \tag{B.20}
\end{equation*}
\]

Note that \(B\left(:=J A J^{T}\right)\) is symmetric; its positiveness can be shown for certain cases.

As an example consider the Poisson equation defined on a trapezoidal domain:
\[
\Omega=\left\{\left(x_{1}, x_{2}\right): 0<x_{1}<1,0<x_{2}<\left(1+x_{1}\right) / 2\right\} .
\]

Define a new coordinate system \(\boldsymbol{\xi} \in(0,1)^{2}\),
\[
\xi_{1}=x_{1}, \quad \xi_{2}=\frac{2 x_{2}}{1+x_{1}}
\]

Then the Jacobian reads
\[
J=\left[\begin{array}{cc}
1 & 0 \\
-\xi_{2} /\left(1+\xi_{1}\right) & 2 /\left(1+\xi_{1}\right)
\end{array}\right]
\]
and
\[
B=J A J^{T}=J J^{T}=\left[\begin{array}{cc}
1 & -\frac{\xi_{2}}{1+\xi_{1}} \\
-\frac{\xi_{2}}{1+\xi_{1}} & \frac{\xi_{2}^{2}+4}{\left(1+\xi_{1}\right)^{2}}
\end{array}\right] .
\]

The matrix \(B(\boldsymbol{\xi})\) is clearly symmetric and positive definite on the unit square. The problem
\[
-\nabla \cdot B(\boldsymbol{\xi}) \nabla u=f(\boldsymbol{\xi}), \quad \boldsymbol{\xi} \in(0,1)^{2}
\]
can be approximated by the standard second-order FD method.

\section*{B.5. Cylindrical and Spherical Coordinates}

The cylindrical coordinates \((\rho, \phi, z)\) determine a point \(P\) whose Cartesian coordinates are
\[
\begin{equation*}
x=\rho \cos \phi, \quad y=\rho \sin \phi, \quad z=z . \tag{B.21}
\end{equation*}
\]

Thus \(\rho\) and \(\phi\) are the polar coordinates in the \(x y\)-plane of the point \(Q\), where \(Q\) is the projection of \(P\) onto that plane. Relations (B.21) can be written as
\[
\begin{equation*}
\rho=\sqrt{x^{2}+y^{2}}, \quad \phi=\tan ^{-1}(y / x), \quad z=z . \tag{B.22}
\end{equation*}
\]

It follows from (B.21) and (B.22) that
\[
\frac{\partial u}{\partial x}=\frac{\partial u}{\partial \rho} \frac{\partial \rho}{\partial x}+\frac{\partial u}{\partial \phi} \frac{\partial \phi}{\partial x}=\frac{x}{\rho} \frac{\partial u}{\partial \rho}-\frac{y}{\rho^{2}} \frac{\partial u}{\partial \phi}=\cos \phi \frac{\partial u}{\partial \rho}-\frac{\sin \phi}{\rho} \frac{\partial u}{\partial \phi} .
\]

Replacing the function \(u\) in the above equation by \(\frac{\partial u}{\partial x}\), we see
\[
\begin{align*}
\frac{\partial^{2} u}{\partial x^{2}}= & \cos \phi \frac{\partial}{\partial \rho}\left(\frac{\partial u}{\partial x}\right)-\frac{\sin \phi}{\rho} \frac{\partial}{\partial \phi}\left(\frac{\partial u}{\partial x}\right) \\
= & \cos \phi \frac{\partial}{\partial \rho}\left(\cos \phi \frac{\partial u}{\partial \rho}-\frac{\sin \phi}{\rho} \frac{\partial u}{\partial \phi}\right)-\frac{\sin \phi}{\rho} \frac{\partial}{\partial \phi}\left(\cos \phi \frac{\partial u}{\partial \rho}-\frac{\sin \phi}{\rho} \frac{\partial u}{\partial \phi}\right) \\
= & \cos ^{2} \phi \frac{\partial^{2} u}{\partial \rho^{2}}-\frac{2 \sin \phi \cos \phi}{\rho} \frac{\partial^{2} u}{\partial \phi \partial \rho}+\frac{\sin ^{2} \phi}{\rho^{2}} \frac{\partial^{2} u}{\partial \phi^{2}} \\
& +\frac{\sin ^{2} \phi}{\rho} \frac{\partial u}{\partial \rho}+\frac{2 \sin \phi \cos \phi}{\rho^{2}} \frac{\partial u}{\partial \phi} \tag{B.23}
\end{align*}
\]

In the same way, one can show that
\[
\frac{\partial u}{\partial y}=\sin \phi \frac{\partial u}{\partial \rho}+\frac{\cos \phi}{\rho} \frac{\partial u}{\partial \phi}
\]
and
\[
\begin{align*}
\frac{\partial^{2} u}{\partial y^{2}}= & \sin ^{2} \phi \frac{\partial^{2} u}{\partial \rho^{2}}+\frac{2 \sin \phi \cos \phi}{\rho} \frac{\partial^{2} u}{\partial \phi \partial \rho}+\frac{\cos ^{2} \phi}{\rho^{2}} \frac{\partial^{2} u}{\partial \phi^{2}} \\
& +\frac{\cos ^{2} \phi}{\rho} \frac{\partial u}{\partial \rho}-\frac{2 \sin \phi \cos \phi}{\rho^{2}} \frac{\partial u}{\partial \phi} . \tag{B.24}
\end{align*}
\]

From (B.23) and (B.24), the Laplacian of \(u\) in cylindrical coordinates is
\[
\begin{align*}
\Delta u & =\frac{\partial^{2} u}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial u}{\partial \rho}+\frac{1}{\rho^{2}} \frac{\partial^{2} u}{\partial \phi^{2}}+\frac{\partial^{2} u}{\partial z^{2}}  \tag{B.25}\\
& =\frac{1}{\rho}\left(\rho u_{\rho}\right)_{\rho}+\frac{1}{\rho^{2}} u_{\phi \phi}+u_{z z} .
\end{align*}
\]

The spherical coordinates \((r, \phi, \theta)\) of a point are related to \(x, y\), and \(z\) as follows:
\[
\begin{equation*}
x=r \sin \theta \cos \phi, \quad y=r \sin \theta \sin \phi, \quad z=r \cos \theta . \tag{B.26}
\end{equation*}
\]

Using the arguments for the cylindrical coordinates, one can see that the Laplacian of \(u\) in spherical coordinates is
\[
\begin{align*}
\Delta u & =\frac{\partial^{2} u}{\partial r^{2}}+\frac{2}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2} u}{\partial \phi^{2}}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}+\frac{\cot \theta}{r^{2}} \frac{\partial u}{\partial \theta}  \tag{B.27}\\
& =\frac{1}{r^{2}}\left(r^{2} u_{r}\right)_{r}+\frac{1}{r^{2} \sin ^{2} \theta} u_{\phi \phi}+\frac{1}{r^{2} \sin \theta}\left(u_{\theta} \sin \theta\right)_{\theta} .
\end{align*}
\]

\section*{Appendix C}

\section*{Helmholtz Wave Equation*}

To be included.

\section*{Appendix D}

\section*{Richards's Equation for Unsaturated Water Flow*}

To be included.

\section*{Appendix E}

\section*{Orthogonal Polynomials and Quadratures}

\section*{E.1. Orthogonal Polynomials}

Let \(w\) be a given function defined on \((-1,1)\) and positive there. (The function \(w\) is often called a weight function.) Let \(f\) and \(g\) be defined on the interval \((-1,1)\). Define the scalar product of the functions \(f\) and \(g\) on \((-1,1)\) as
\[
\begin{equation*}
(f, g)_{w}=\int_{-1}^{1} f(x) g(x) w(x) d x \tag{E.1}
\end{equation*}
\]

Then, the orthogonal polynomials on \((-1,1)\) with respect to the weight function \(w\) are a series of polynomials \(\left\{P_{k}\right\}_{k=0,1,2, \ldots}\) satisfying
\[
\begin{equation*}
P_{k} \in \mathbf{P}_{k} ; \quad\left(P_{k}, P_{m}\right)_{w}=0, \quad k \neq m \tag{E.2}
\end{equation*}
\]
where \(\mathbf{P}_{k}\) denotes the space of polynomials of degree \(\leq k\).
Those orthogonal polynomials satisfy a three-term recurrence relation of the form
\[
\begin{equation*}
P_{k+1}(x)=A_{k}\left(x-B_{k}\right) P_{k}(x)-C_{k} P_{k-1}(x), \quad k=0,1,2, \cdots, \tag{E.3}
\end{equation*}
\]
where
\[
\begin{aligned}
P_{-1} & \equiv 0 \\
A_{k} & =\frac{\alpha_{k+1}}{\alpha_{k}} \\
B_{k} & =\frac{\left(x P_{k}, P_{k}\right)_{w}}{S_{k}}, \\
C_{k} & = \begin{cases}\text { arbitrary }, & k=0 \\
\frac{A_{k} S_{k}}{A_{k-1} S_{k-1}}, & k>0\end{cases}
\end{aligned}
\]

Here \(\alpha_{k}\) is the leading coefficient of \(P_{k}\) and \(S_{k}\) is defined as
\[
S_{k}=\left(P_{k}, P_{k}\right)_{w}
\]

Example E.1. Legendre Polynomials \(\left\{L_{k}\right\}\) : the weight function
\[
w(x) \equiv 1
\]

With this choice of the weight function, starting with \(L_{0}(x)=1\), one can get
\[
A_{k}=\frac{2 k+1}{k+1}, \quad B_{k}=0, \quad C_{k}=\frac{k}{k+1},
\]
where a normalization is applied for \(L_{k}(1)=1\). Thus the Legendre polynomials satisfy the following three-term recurrence relation
\[
\begin{equation*}
L_{k+1}(x)=\frac{(2 k+1) x L_{k}(x)-k L_{k-1}(x)}{k+1} . \tag{E.4}
\end{equation*}
\]

A few first Legendre polynomials are
\[
\begin{align*}
L_{0}(x) & =1 \\
L_{1}(x) & =x \\
L_{2}(x) & =\frac{3}{2}\left(x^{2}-\frac{1}{3}\right)  \tag{E.5}\\
L_{3}(x) & =\frac{5}{2}\left(x^{3}-\frac{3}{5} x\right) \\
L_{4}(x) & =\frac{35}{8}\left(x^{4}-\frac{6}{7} x^{2}+\frac{3}{35}\right) .
\end{align*}
\]

Relevant properties are
\[
\begin{align*}
& \left|L_{k}(x)\right| \leq 1, \quad \forall x \in[-1,1] \\
& L_{k}( \pm 1)=( \pm 1)^{k} \\
& \left|L_{k}^{\prime}(x)\right| \leq k(k+1) / 2, \quad \forall x \in[-1,1]  \tag{E.6}\\
& L_{k}^{\prime}( \pm 1)=( \pm 1)^{k} k(k+1) / 2 \\
& \left(L_{k}, L_{k}\right)_{w=1}=(k+1 / 2)^{-1} .
\end{align*}
\]

\section*{Example E.2. Chebyshev Polynomials \(\left\{\boldsymbol{T}_{k}\right\}\) : the weight function}
\[
w(x):=\left(1-x^{2}\right)^{-1 / 2} .
\]

With this choice of the weight function, one can get the three-term recurrence relation for the Chebyshev polynomials
\[
\begin{equation*}
T_{k+1}(x)=2 x T_{k}(x)-T_{k-1}(x) \tag{E.7}
\end{equation*}
\]

A few first Chebyshev polynomials are
\[
\begin{align*}
& T_{0}(x)=1 \\
& T_{1}(x)=x \\
& T_{2}(x)=2 x^{2}-1  \tag{E.8}\\
& T_{3}(x)=4 x^{3}-3 x \\
& T_{4}(x)=8 x^{4}-8 x^{2}+1
\end{align*}
\]

Relevant properties are
\[
\begin{align*}
& \left|T_{k}(x)\right| \leq 1, \quad \forall x \in[-1,1] \\
& T_{k}( \pm 1)=( \pm 1)^{k}, \\
& \left|T_{k}^{\prime}(x)\right| \leq k^{2}, \quad \forall x \in[-1,1]  \tag{E.9}\\
& T_{k}^{\prime}( \pm 1)=( \pm 1)^{k} k^{2}, \\
& \left(T_{k}, T_{k}\right)_{w}= \begin{cases}\pi, & \text { if } k=0 \\
\pi / 2, & \text { if } k \geq 1\end{cases}
\end{align*}
\]

\section*{E.2. Gauss-Type Quadratures}

There are close relations between orthogonal polynomials and Gauss-type integration quadrature formulas on the interval \([-1,1]\). We first review the

Gauss-type integration formulas.
Theorem E.3. Gauss Integration. Let \(\left\{x_{0}, x_{1}, \cdots, x_{n}\right\}\) be the zeros of the \((n+1)\)-th orthogonal polynomial \(P_{n+1}\). Let \(\left\{w_{0}, w_{1}, \cdots, w_{n}\right\}\) be the solution of the linear system
\[
\sum_{j=0}^{n}\left(x_{j}\right)^{i} w_{j}=\int_{-1}^{1} x^{i} w(x) d x, \quad i=0,1, \cdots, n
\]

Then, (1). \(w_{j}>0, j=0,1, \cdots, n\), and
\[
\begin{equation*}
\int_{-1}^{1} f(x) w(x)=\sum_{j=0}^{n} f\left(x_{j}\right) w_{j}, \quad \forall f \in \mathbf{P}_{2 n+1} \tag{E.10}
\end{equation*}
\]
(2). There is no \(x_{j}\) and \(w_{j}, j=0,1, \cdots, n\), such that (E.10) holds for all \(f \in\) \(\mathbf{P}_{2 n+2}\).

The Gauss integration formula is well known. However, the zeros of \(P_{n+1}\) are all in the interior of \([-1,1]\). Thus, it shows a drawback when a boundary condition is to be imposed. In particular, most finite element methods require the continuity of the solution on element boundaries and introduce nodal points on the boundary. The following Gauss-Lobatto formula is more useful than the Gauss formula in numerical PDEs.
Theorem E.4. Gauss-Lobatto Integration. Let \(x_{0}=-1, x_{n}=1\), and \(x_{j}\), \(j=1,2, \cdots, n-1\), be the zeros of the first-derivative of the \(n\)-th orthogonal polynomial, \(P_{n}^{\prime}\). Let \(\left\{w_{0}, w_{1}, \cdots, w_{n}\right\}\) be the solution of the linear system
\[
\sum_{j=0}^{n}\left(x_{j}\right)^{i} w_{j}=\int_{-1}^{1} x^{i} w(x) d x, \quad i=0,1, \cdots, n
\]

Then,
\[
\begin{equation*}
\int_{-1}^{1} f(x) w(x)=\sum_{j=0}^{n} f\left(x_{j}\right) w_{j}, \quad \forall f \in \mathbf{P}_{2 n-1} \tag{E.11}
\end{equation*}
\]

For the Legendre polynomials, the explicit formulas for the quadrature nodes are not known. Thus the nodal points and the corresponding weights must be computed numerically as zeros of appropriate polynomials and the
solution of a linear system, respectively. On the other hand, for Chebyshev series, the points and weights are known explicitly. Here we collect those formulas and explicit expressions:

\section*{Legendre-Gauss:}
\[
\begin{align*}
& x_{j}\left(=\operatorname{zeros} \text { of } L_{n+1}\right), \quad j=0,1, \cdots, n, \\
& w_{j}=\frac{2}{\left(1-x_{j}^{2}\right)\left[L_{n+1}^{\prime}\left(x_{j}\right)\right]^{2}}, \quad j=0,1, \cdots, n . \tag{E.12}
\end{align*}
\]

\section*{Legendre-Gauss-Lobatto:}
\[
\begin{align*}
& x_{0}=-1, \quad x_{n}=1 ; x_{j}\left(=\operatorname{zeros} \text { of } L_{n}^{\prime}\right), \quad j=1,2, \cdots, n-1, \\
& w_{j}=\frac{2}{n(n+1)\left[L_{n}\left(x_{j}\right)\right]^{2}}, \quad j=0,1, \cdots, n . \tag{E.13}
\end{align*}
\]

\section*{Chebyshev-Gauss:}
\[
\begin{equation*}
x_{j}=-\cos \left(\frac{(2 j+1) \pi}{2 n+2}\right), \quad w_{j}=\frac{\pi}{n+1}, \quad j=0,1, \cdots, n . \tag{E.14}
\end{equation*}
\]

\section*{Chebyshev-Gauss-Lobatto:}
\[
x_{j}=-\cos \left(\frac{j \pi}{n}\right), \quad w_{j}= \begin{cases}\pi /(2 n), & j=0, n,  \tag{E.15}\\ \pi / n, & j=1, \cdots, n-1 .\end{cases}
\]

The following shows a few examples for the Legendre-Gauss-Lobatto points and the corresponding weights on the interval \([-1,1]\) :
\begin{tabular}{|l|llll|l|lllll|}
\hline & \multicolumn{2}{|l|}{ Legendre-Gauss-Lobatto points } & weights \\
\hline \hline\(n=1\) & -1 & 1 & & & & & & \\
\(n=2\) & -1 & 0 & 1 & & & & & & & \\
\(n=3\) & -1 & \(-\left(\frac{1}{5}\right)^{1 / 2}\) & \(\left(\frac{1}{5}\right)^{1 / 2}\) & 1 & & \(\frac{1}{6}\) & \(\frac{5}{6}\) & \(\overline{6}\) & \(\frac{1}{6}\) & \\
\\
\(n=4\) & -1 & \(-\left(\frac{3}{7}\right)^{1 / 2}\) & 0 & \(\left(\frac{3}{7}\right)^{1 / 2}\) & 1 & \(\frac{1}{10}\) & \(\frac{49}{90}\) & \(\frac{64}{90}\) & \(\frac{49}{90}\) & \(\frac{1}{10}\) \\
\hline
\end{tabular}

\section*{Appendix F}

\section*{Some Mathematical Formulas}

\section*{F.1. Trigonometric Formulas}

The following trigonometric formulas are useful
(a) \(\sin (x+y)=\sin x \cos y+\cos x \sin y\),
(b) \(\cos (x+y)=\cos x \cos y-\sin x \sin y\),
(c) \(\sin x+\sin y=2 \sin \left(\frac{x+y}{2}\right) \cos \left(\frac{x-y}{2}\right)\),
(d) \(\sin x-\sin y=2 \cos \left(\frac{x+y}{2}\right) \sin \left(\frac{x-y}{2}\right)\),
(e) \(\cos x+\cos y=2 \cos \left(\frac{x+y}{2}\right) \cos \left(\frac{x-y}{2}\right)\),
(f) \(\cos x-\cos y=-2 \sin \left(\frac{x+y}{2}\right) \sin \left(\frac{x-y}{2}\right)\).

By setting \(x=2 \theta\) and \(y=0\) in (F.1.e), one also can have
\[
\begin{equation*}
2 \sin ^{2} \theta=1-\cos (2 \theta), \quad 2 \cos ^{2} \theta=1+\cos (2 \theta) . \tag{F.2}
\end{equation*}
\]

\section*{F.2. Vector Identities}

Let \(\mathbf{A}, \mathbf{B}, \mathbf{C}\), and \(\mathbf{D}\) be vectors in \(\mathbb{R}^{3}\) and \(f\) is scalar. Let
\[
\mathbf{A} \cdot \mathbf{B}=A_{1} B_{1}+A_{2} B_{2}+A_{3} B_{3}
\]
and
\[
\begin{aligned}
\mathbf{A} \times \mathbf{B} & =\left(A_{2} B_{3}-A_{3} B_{2}, A_{3} B_{1}-A_{1} B_{3}, A_{1} B_{2}-A_{2} B_{1}\right) \\
& =\operatorname{det}\left[\begin{array}{lll}
\widehat{j_{1}} & \widehat{j_{2}} & \widehat{j_{3}} \\
A_{1} & A_{2} & A_{3} \\
B_{1} & B_{2} & B_{3}
\end{array}\right],
\end{aligned}
\]
where \(\widehat{j_{i}}\) is the unit vector in the \(x_{i}\)-direction. Then
\[
\mathbf{A} \cdot \mathbf{B}=|\mathbf{A}||\mathbf{B}| \cos \theta, \quad \mathbf{A} \times \mathbf{B}=|\mathbf{A}||\mathbf{B}| \sin \theta \widehat{\mathbf{n}}
\]
where \(\theta\) is the angle between \(A\) and \(B\) and \(\widehat{n}\) is the unit normal vector from the plane containing \(\mathbf{A}\) and B whose orientation is determined by the right-hand rule. (When four fingers grab directing from A to B , then the direction of the thumb determines \(\widehat{\mathbf{n}}\).) Let \(\nabla \times\) denote the curl operator defined as
\[
\nabla \times \mathbf{A}=\left(\frac{\partial A_{3}}{\partial y}-\frac{\partial A_{2}}{\partial z}, \frac{\partial A_{1}}{\partial z}-\frac{\partial A_{3}}{\partial x}, \frac{\partial A_{2}}{\partial x}-\frac{\partial A_{1}}{\partial y}\right)
\]

Then,
\(\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})=\mathbf{B} \cdot(\mathbf{C} \times \mathbf{A})=\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B})\),
\(\mathbf{A} \times(\mathbf{B} \times \mathbf{C})=(\mathbf{A} \cdot \mathbf{C}) \mathbf{B}-(\mathbf{A} \cdot \mathbf{B}) \mathbf{C}\),
\((\mathbf{A} \times \mathbf{B}) \cdot(\mathbf{C} \times \mathbf{D})=(\mathbf{A} \cdot \mathbf{C})(\mathbf{B} \cdot \mathbf{D})-(\mathbf{A} \cdot \mathbf{D})(\mathbf{B} \cdot \mathbf{C})\),
\(\nabla(\mathbf{A} \cdot \mathbf{B})=\mathbf{A} \times(\nabla \times \mathbf{B})+\mathbf{B} \times(\nabla \times \mathbf{A})+(\mathbf{A} \cdot \nabla) \mathbf{B}+(\mathbf{B} \cdot \nabla) \mathbf{A}\),
\(\nabla \cdot(\mathbf{A} \times \mathbf{B})=\mathbf{B} \cdot(\nabla \times \mathbf{A})-\mathbf{A} \cdot(\nabla \times \mathbf{B})\),
\(\nabla \times(f \mathbf{A})=f(\nabla \times \mathbf{A})-\mathbf{A} \times(\nabla f)\),
\(\nabla \times(\mathbf{A} \times \mathbf{B})=(\mathbf{B} \cdot \nabla) \mathbf{A}-(\mathbf{A} \cdot \nabla) \mathbf{B}+\mathbf{A}(\nabla \cdot \mathbf{B})-\mathbf{B}(\nabla \cdot \mathbf{A})\),
\(\nabla \cdot(\nabla \times \mathbf{A})=0\),
\(\nabla \times(\nabla f)=0\),
\(\nabla \times(\nabla \times \mathbf{A})=\nabla(\nabla \cdot \mathbf{A})-\nabla^{2} \mathbf{A}\).
Associated with vectors are the following integrals.
Gauss's divergence theorem:
\[
\int_{V} \nabla \cdot \mathbf{B} d \mathbf{x}=\oint_{A} \mathbf{B} \cdot \mathbf{n} d s
\]

Stokes's theorem:
\[
\int_{A}(\nabla \times \mathbf{B}) \cdot \mathbf{n} d s=\oint_{C} \mathbf{B} \cdot d \mathbf{l}
\]

\section*{Appendix G}

\section*{Finite Difference Formulas}

Here we summarize second- and fourth-order finite difference formulas. In the following, \(h(>0)\) is the spatial variable and \(u_{i}=u\left(x_{0}+i h\right)\).

Central 2nd-order FD schemes:
\[
\begin{align*}
u_{x}\left(x_{0}\right) & \approx \frac{u_{1}-u_{-1}}{2 h} \\
u_{x x}\left(x_{0}\right) & \approx \frac{u_{1}-2 u_{0}+u_{-1}}{h^{2}} \\
u_{x x x}\left(x_{0}\right) & \approx \frac{u_{2}-2 u_{1}+2 u_{-1}-u_{-2}}{2 h^{3}}  \tag{G.1}\\
u^{(4)}\left(x_{0}\right) & \approx \frac{u_{2}-4 u_{1}+6 u_{0}-4 u_{-1}+u_{-2}}{h^{4}}
\end{align*}
\]

Central 4th-order FD schemes:
\[
\begin{align*}
& u_{x}\left(x_{0}\right) \approx \frac{-u_{2}+8 u_{1}-8 u_{-1}+u_{-2}}{12 h} \\
& u_{x x}\left(x_{0}\right) \approx \frac{-u_{2}+16 u_{1}-30 u_{0}+16 u_{-1}-u_{-2}}{12 h^{2}}  \tag{G.2}\\
& u_{x x x}\left(x_{0}\right) \approx \frac{-u_{3}+8 u_{2}-13 u_{1}+13 u_{-1}-8 u_{-2}+u_{-3}}{8 h^{3}} \\
& u^{(4)}\left(x_{0}\right) \approx \frac{-u_{3}+12 u_{2}-39 u_{1}+56 u_{0}-39 u_{-1}+12 u_{-2}-u_{-3}}{6 h^{4}}
\end{align*}
\]

One-sided 2nd-order FD schemes:
\[
\begin{align*}
& u_{x}\left(x_{0}\right) \approx \pm \frac{-3 u_{0}+4 u_{ \pm 1}-u_{ \pm 2}}{2 h} \\
& u_{x x}\left(x_{0}\right) \approx \frac{2 u_{0}-5 u_{ \pm 1}+4 u_{ \pm 2}-f_{ \pm 3}}{h^{2}} \\
& u_{x x x}\left(x_{0}\right) \approx \pm \frac{-5 u_{0}+18 u_{ \pm 1}-24 u_{ \pm 2}+14 f_{ \pm 3}-3 u_{ \pm 4}}{2 h^{3}}  \tag{G.3}\\
& u^{(4)}\left(x_{0}\right) \approx \frac{3 u_{0}-14 u_{ \pm 1}+26 u_{ \pm 2}-24 f_{ \pm 3}+11 u_{ \pm 4}-2 u_{ \pm 5}}{h^{4}}
\end{align*}
\]

\section*{Bibliography}
[1] V. Aghoskov, Poincaré-Steklov's operators and domain decomposition methods in finite dimensional spaces, in First International Symposium on Domain Decomposition Method for Partial Differential Equations, R. Glowinski, G. Golub, G. Meurant, and J. Periaux, eds., SIAM, Philadelphia, 1988, pp. 73-112.
[2] W. Ames and D. Lee, Current development in the numerical treatment of ocean acoustic propagation, Appl. Numer. Math., 3 (1987), pp. 25-47.
[3] R. Barrett, M. Berry, T. Chan, J. Demmel, J. Donato, J. Dongarra, V. Eijkhout, R. Pozo, C. Romine, and H. van der Vorst, Templates for the solution of linear systems: Building blocks for iterative methods, SIAM, Philadelphia, 1994. The postscript file is free to download from http://www.netlib.org/templates/ along with source codes.
[4] P. BJorstad and O. WidLund, Iterative methods for the solution of elliptic problems on regions partitioned into substructures, SIAM J. Numer. Anal., 23 (1986), pp. 1097-1120.
[5] J.-F. Bourgat, R. Glowinski, P. Le Tallec, and M. Vidrascu, Variational formulation and algorithm for trace operator in domain decomposition calculations, in Domain Decomposition Methods, T. Chan, R. Glowinski, J. Periaux, and O. Widlund, eds., SIAM, Philadelphia, 1989, pp. 3-16.
[6] J. Bramble, J. Pasciak, and A. Schatz, An iterative method for elliptic problems on regions partitioned into substructures, Math. Comput., 46 (1986), pp. 361-369.
[7] S. CANDEL, A review of numerical methods in acoustic wave propagation, in Recent Advances in Aeroacoustics, A. Krothapalli and C. A. Smith, eds., Springer-Verlag, New York, 1986, pp. 339-410.
[8] Y. CHA AND S. Kim, Edge-forming methods for color image zooming, IEEE Trans. Image Process., 15 (2006), pp. 2315-2323.
[9] R. Clayton and B. Engquist, Absorbing boundary conditions for acoustic and elastic wave calculations, Bull. Seismol. Soc. Amer., 67 (1977), pp. 1529-1540.
[10] G. Cohen, P. Joly, and N. Tordjman, Construction and analysis of higher order finite elements with mass lumping for the wave equation, in Second International Conference on Mathematical and Numerical Aspects of Wave Propagation, R. Kleinman, T. Angell, D. Colton, F. Santosa, and I. Stakgold, eds., SIAM, Philadelphia, 1993, pp. 152-160.
[11] G. DAHLQUIST, A special stability problem for linear multistep methods, BIT, 3 (1963), pp. 27-43.
[12] Y. De Roeck and P. Le Tallec, Analysis and test of a local domain decomposition preconditioner, in Fourth International Symposium on Domain Decomposition Method for Partial Differential Equations, R. Glowinski, G. Meurant, J. Periaux, and O. B. Widlund, eds., SIAM, Philadelphia, 1991, pp. 112-128.
[13] B. Després, Domain decomposition method and the Helmholtz problem, in Mathematical and Numerical Aspects of Wave Propagation Phenomena, G. Cohen, L. Halpern, and P. Joly, eds., Philadelphia, 1991, SIAM, pp. 44-52.
[14] J. Douglas, Jr., On the numerical integration of \(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=\frac{\partial u}{\partial t}\) by implicit methods, J. Soc. Indust. Appl. Math., 3 (1955), pp. 42-65.
[15] J. Douglas, Jr. AnD J. GUnN, A general formulation of alternating direction methods Part I. Parabolic and hyperbolic problems, Numer. Math., 6 (1964), pp. 428-453.
[16] J. Douglas, JR. AND S. Kim, Improved accuracy for locally onedimensional methods for parabolic equations, Mathematical Models and Methods in Applied Sciences, 11 (2001), pp. 1563-1579.
[17] J. Douglas, Jr., P. Paes Leme, J. Roberts, and J. Wang, A parallel iterative procedure applicable to the approximate solution of second order partial differential equations by mixed finite element methods, Numer. Math., 65 (1993), pp. 95-108.
[18] J. Douglas, Jr. and D. Peaceman, Numerical solution of twodimensional heat flow problems, American Institute of Chemical Engineering Journal, 1 (1955), pp. 505-512.
[19] M. Dryja and O. Widlund, Some recent results on Schwarz type domain decomposition algorithms, in Domain Decomposition Methods in Science and Engineering, A. Quarteroni, J. Periaux, Y. Kuznetsov, and O. Widlund, eds., vol. 157 of Contemporary Mathematics, Philadelphia, 1994, SIAM, pp. 53-61.
[20] E. D'YAKONOV, Difference schemes with split operators for multidimensional unsteady problems (English translation), USSR Comp. Math., 3 (1963), pp. 581-607.
[21] B. EngQuist and A. MAJDA, Absorbing boundary conditions for the numerical simulation of waves, Math. Comp., 31 (1977), pp. 629-651.
[22] B. EngQuist and A. Majda, Radiation boundary conditions for acoustic and elastic wave calculations, Comm. Pure Appl. Math., 32 (1979), pp. 314-358.
[23] J. Ferziger and M. Peric, Computational methods for fluid dynamics, 2nd Edition, Springer-Verlag, Berlin, Heidelberg, New York, 1999.
[24] R. W. Freund, Conjugate gradient-type methods for linear systems with complex symmetric coefficient matrices, SIAM J. Sci. Stat. Comput., 13 (1992), pp. 425-448.
[25] S. GERSCHGORIN, Über die abgrenzung der eigenwerte einer matrix, Izv. Akad. Nauk SSSR Ser. Mat., 7 (1931), pp. 746-754.
[26] D. Gilberg and N. Trudinger, Elliptic Partial Differential Equations of Second Order, Springer-Verlag, Berlin, Heidelberg, New York, Tokyo, 1983.
[27] B. Gustafsson, H.-O. Kreiss, and J. Oliger, Time Dependent Problems and Difference Methods, Wiley-Interscience, New York, 1996.
[28] I. HARARI AND R. DJELLOULI, Analytical study of the effect of wave number on the performance of local absorbing boundary conditions for acoustic scattering, Appl. Numer. Math., 50 (2004), pp. 15-47.
[29] R. L. Higdon, Absorbing boundary conditions for difference approximations to the multi-dimensional wave equation, Math. Comp., 47 (1986), pp. 437-459.
[30] _ , Numerical absorbing boundary conditions for the wave equation, Math. Comp., 49 (1987), pp. 65-90.
[31] F. Q. Hu, Absorbing boundary conditions, Int. J. Comput. Fluid Dyn., 18 (2004), pp. 513-522.
[32] C. Johnson, Numerical Solutions of Partial Differential Equations by the Finite Element Method, Cambridge University Press, New York, New Rochelle, Melbourne, Sydney, 1987.
[33] C. KELLY, Iterative methods for linear and nonlinear equations, SIAM, Philadelphia, 1995.
[34] H. Kim, Y. Cha, and S. Kim, Curvature interpolation method for image zooming, IEEE Trans. Image Process., 20 (2011), pp. 1895-1903.
[35] S. Kim, GRADE: Graduate Research and Applications for Differential Equations. The modelcode library is under construction for education and research in Industrial and Computational Mathematics, initiated in Spring 1999; the codes are available through internet access to http://skim.math.msstate.edu/GRADE.
[36] __, Numerical treatments for the Helmholtz problem by domain decomposition technique, Contemporary Mathematics, 180 (1994), pp. 245-250.
[37] __, Parallel multidomain iterative algorithms for the Helmholtz wave equation, Appl. Numer. Math., 17 (1995), pp. 411-429.
[38] _ , Domain decomposition iterative procedures for solving scalar waves in the frequency domain, Numer. Math., 79 (1998), pp. 231-259.
[39] __, An \(\mathcal{O}(N)\) level set method for eikonal equations, SIAM J. Sci. Comput., 22 (2001), pp. 2178-2193.
[40] S. Kim and R. Cook, 3D traveltime computation using second-order ENO scheme, Geophysics, 64 (1999), pp. 1867-1876.
[41] S. Kim and Soohyun Kim, Multigrid simulation for high-frequency solutions of the Helmholtz problem in heterogeneous media, SIAM J. Sci. Comput., 24 (2002), pp. 684-701.
[42] S. KIM AND M. LEE, Artificial damping techniques for scalar waves in the frequency domain, Computers Math. Applic., 31, No. 8 (1996), pp. 1-12.
[43] S. Kim, C. Shin, and J. Keller, High-frequency asymptotics for the numerical solution of the Helmholtz equation, Appl. Math. Letters, 18 (2005), pp. 797-804.
[44] S. Kim and W. Symes, Multigrid domain decomposition methods for the Helmholtz problem, in Mathematical and Numerical Aspects of Wave Propagation, J. A. DeSanto, ed., SIAM, Philadelphia, 1998, pp. 617-619.
[45] P. Le Tallec, Domain decomposition methods in computational mechanics, Comput. Mech. Advances, 1 (1994), pp. 121-220.
[46] H. Lim, S. Kim, and J. Douglas, Jr., Numerical methods for viscous and nonviscous wave equations, Appl. Numer. Math., 57 (2007), pp. 194212.
[47] P. Lions, On the Schwarz alternating method I, in First International Symposium on Domain Decomposition Method for Partial Differential Equations, R. Glowinski, G. Golub, G. Meurant, and J. Periaux, eds., Philadelphia, PA, 1988, SIAM, pp. 1-42.
[48] _ _, On the Schwarz alternating method III: a variant for nonoverlapping subdomains, in Domain Decomposition Methods for Partial Differential Equations, T. Chan, R. Glowinski, J. Periaux, and O. Widlund, eds., Philadelphia, PA, 1990, SIAM, pp. 202-223.
[49] F. Magoulès, F.-X. Roux, and L. Series, Algebraic way to derive absorbing boundary conditions for the Helmholtz equation, J. Comput. Acoust., 13 (2005), pp. 433-454.
[50] J. Mandel, Two-level domain decomposition preconditioning for the pversion finite element method in three dimensions, Int. J. Numer. Methods Engrg., 29 (1990), pp. 1095-1108.
[51] G. Marchuk, Methods of numerical mathematics, Springer-Verlag, New York, Heidelberg, and Berlin, 1982.
[52] L. Marini and A. Quarteroni, A relaxation procedure for domain decomposition methods using finite elements, Numer. Math., 55 (1989), pp. 575-598.
[53] L. McInnes, R. Susan-Resiga, D. Keyes, and H. Atassi, Additive Schwarz methods with nonreflecting boundary conditions for the parallel computation of Helmholtz problems, in Domain Decomposition Methods 10, J. Mandel, C. Farhat, and X.-C. Cai, eds., vol. 218 of Contemporary Mathematics, Providence, RI, 1998, American Mathematical Society, pp. 325-333. Proceedings of the Tenth International Conference on Domain Decomposition Methods, August 10-14, 1997, Boulder, CO.
[54] R. MEyER, Introduction to mathematical fluid dynamics, Dover Publications, Inc., New York, 1982.
[55] A. Ostrowski, On the linear iteration procedures for symmetric matrices, Rend. Mat. e Appl., 14 (1954), pp. 140-163.
[56] D. Peaceman and H. Rachford, The numerical solution of parabolic and elliptic differential equations, J. Soc. Indust. Appl. Math., 3 (1955), pp. 28-41.
[57] A. Quarteroni and A. Valli, Domain Decomposition Methods for Partial Differential Equations, Oxford University Press, Oxford, New York, 1999.
[58] L. Rudin, S. Osher, and E. Fatemi, Nonlinear total variation based noise removal algorithms, Physica D, 60 (1992), pp. 259-268.
[59] Y. SAAD AND M. Schultz, GMRES: A generalized minimal residual algorithm for solving nonsymmetric linear systems, SIAM J. Sci. Stat. Comput., 7 (1986), pp. 856-869.
[60] H. Schwarz, Ueber einige abbildungsaufgaben, J. Reine Angew. Math., 70 (1869), pp. 105-120.
[61] A. SEi AND W. Symes, Dispersion analysis of numerical wave propagation and its computational consequences, J. Sci. Comput., 10 (1995), pp. 1-27.
[62] P. Stein and R. Rosenberg, On the solution of linear simultaneous equations by iteration, J. London Math. Soc., 23 (1948), pp. 111-118.
[63] H. STONE, Iterative solution of implicit approximations of multidimensional partial differential equations, SIAM J. Numer. Anal., 5 (1968), pp. 530-558.
[64] J. C. Strikwerda, Finite Difference Schemes and Partial Differential Equations, Wadsworth \& Brooks/Cole, Pacific Grove, California, 1989.
[65] O. Taussky, Bounds for characteristic roots of matrices, Duke Math. J., 15 (1948), pp. 1043-1044.
[66] O. VACUS, Mathematical analysis of absorbing boundary conditions for the wave equation: the corner problem, Math. Comp., 74 (2005), pp. 177200.
[67] R. Varga, Matrix Iterative Analysis, Prentice-Hall, Englewood Cliffs, NJ, 1962.
[68] _-, Matrix Iterative Analysis, 2nd Ed., Springer-Verlag, Berlin, Heidelberg, 2000.
[69] S. Whitaker, Introduction to fluid mechanics, R.E. Krieger Publishing Company, Malabar, Florida, 1968.
[70] O. WidLund, Optimal iterative refinement methods, in Domain Decomposition Methods, T. Chan, R. Glowinski, J. Periaux, and O. Widlund, eds., SIAM, Philadelphia, 1989, pp. 114-125.
[71] N. Yanenko, Convergence of the method of splitting for the heat conduction equations with variable coefficients (English translation), USSR Comp. Math., 3 (1963), pp. 1094-1100.
[72] __, The method of fractional steps, Springer-Verlag, Berlin, Heidelberg, and New York, 1971. (English translation; originally published in Russian, 1967).

\section*{Index}
\(L_{1}\)-contraction, 256
\(\theta\)-method, 82, 309
\(l_{1}\)-contracting method, 256
absorbing boundary condition, 341
abstract variational problem, 200
accuracy, 224
accuracy order, 85
acoustic wave equation, 340
Adams-Bashforth method, 51
Adams-Bashforth-Moulton method, 51
Adams-Moulton method, 51
adaptive methods, 46
additive Schwarz method, 273
ADI method, 314
ADI-II, 329
advection form, 245
affine mapping, 190
alternating direction implicit method, 314
amplification factor, 73
average slope, 40
backward difference operator, 9
backward Euler method, 83, 303
banded matrix, 114
bandwidth, 114
Beam-Warming scheme, 243
Black-Scholes differential equation, 20
boundedness, 77
Burgers's equation, 245
cardinal functions, 4, 170
Cauchy problem, 227
Cauchy-Schwarz inequality, 173, 202
cell Peclet number, 79
cell-centered FDM, 197
central difference operator, 10
CFL condition, 223
CG method, 135
characteristic equation, 24
characteristic function, 194
characteristics, 234
Chebyshev polynomials, 375
Chebyshev-Gauss formula, 377
Chebyshev-Gauss-Lobatto formula, 377
Clayton-Engquist ABC, 340
coarse subspace correction, 274
coercivity, 202
collocation method, 159
column-wise point ordering, 130
condition number, 134, 275
conjugate gradient method, 135
conormal flux, 198
conservation, 80, 97
conservation form, 245
conservation laws, 227
conservation of mass, 350
conservation of momentum, 351
conservation principles, 349
conservative method, 245
consistency, 60, 100, 215, 249
continuity equation, 351
control mass, 349
control volume, 194, 197, 349
control volume equation, 350
convection-diffusion equation, 356
convergence, 63,217
coordinate change, 365
Courant number, 78, 250
Courant-Friedrichs-Lewy condition, 223
Crank-Nicolson method, 83, 303, 313

Crank-Nicolson scheme, 225
curl, 380
curve fitting, 2,3
curve fitting approach, 13
cylindrical coordinates, 366
diagonal dominance, 121, 152
difference equation, 24
differential form, 230
differential problem, 154
directed graph, 118
Dirichlet-Neumann method, 284
discrete five-point Laplacian, 99, 105, 129
discrete maximum principle, 101, 363
discrete minimum principle, 363
dispersion, 240
dispersion analysis, 240
dispersion relation, 240
dispersive equation, 240
divergence theorem, 180, 351, 380
divided differences, 5
dual problem, 177
duality argument, 177
eigenvalue locus theorem, 120
eigenvalue problem, 151
eikonal equation, 341
Einstein convention, 351
element stiffness matrix, 188
elliptic equation, 18
energy method, 70, 90
error analysis, 89
error equation, 64
error estimate for FEM, 174
essential boundary condition, 192
Euler equations, 227
Euler method, 34, 35
Euler's equation, 354
explicit scheme, 59
explicit schemes, 214
extensive property, 349
FD schemes, central 2nd-order, 381
FD schemes, central 4th-order, 381
FD schemes, one-sided 2nd-order, 382
Fick's law, 356
finite difference formulas, 381
finite difference method, 57, 92, 213
finite element method, 154
finite volume method, 193
first-order ABC, 340
fluid mechanics, 19
flux conservation error, 288
flux function, 227
forward difference operator, 9
forward Euler method, 59, 82, 303
forward-backward difference matching, 291
Fourier transform, 341, 359
Fourier's law, 356
fourth-order Runge-Kutta method, 44
fractional-step method, 314
frequency, 240
fundamental period of the motion, 47
Galerkin method, 159, 163
Gauss elimination, 111
Gauss integration, 376
Gauss-Lobatto integration, 376
Gauss-Lobatto points, 170
Gauss-Seidel method, 123, 125
generalized solution, 236
generic transport equation, 355
ghost grid value, 94
ghost value, 344
Gibbs notation, 353
global error, 45
global point index, 106
Godunov theorem, 259
Godunov's method, 250
gradient, 133
Green's formula, 181
group marching method, 341
group velocity, 241
\(\mathrm{H}^{r}(\Omega)\)-norm, 172
\(\mathrm{H}^{s}\left(\mathbb{R}^{2}\right)\)-norm, 360
harmonic average, 199
harmonic extension, 279
harmonic function, 361
heat equation, 16
Hessian, 133

Heun's method, 43
high-order Galerkin methods, 203, 347
higher-order FEMs, 162
Higher-order Taylor methods, 37
Hilbert space, 172
hyperbolic, 227
hyperbolic equation, 18
ILU, 140
image denoising, 21
image processing, 21
incomplete LU-factorization, 140
initial value problem, 31, 33
integral form, 228
integration by parts, 155
intensive property, 350
interior regularity estimate, 361
interpolation error theorem, 7
interpolation estimate, 175
irreducible matrix, 117
isothermal equations, 233
isothermal flow, 233
Jacobi method, 123, 124
Jacobian, 190
kinematic viscosity coefficient, 353
Krylov subspace method, 132
L²-norm, 172
Lagrange interpolating polynomial, 4
Lax-Friedrichs scheme, 214, 248
Lax-Milgram Lemma, 200
Lax-Milgram lemma, 158
Lax-Richtmyer Equivalence Theorem, 70, 222
Lax-Wendroff scheme, 239
leapfrog scheme, 214
least-square approach, 159
Legendre polynomials, 374
Legendre-Gauss formula, 377
Legendre-Gauss-Lobatto formula, 377
line relaxation methods, 129
line SOR method, 151
linear FEM, 161
linear Galerkin method, 164
linear iterative method, 115
linear space, 154
Lipschitz condition, 36
Lipschitz continuity, 249
local truncation error, 45
locally one-dimensional method, 314
LOD method, 314
LU factorization, 110
M-matrix, 122
m-step method, 50
mass conservation, 350
material derivative, 350
matrix splitting, 329
maximum principle, \(77,87,101,152,306\), 362, 363
mean value theorems, 361
mesh points, 33
minimization problem, 156
minimum principle, 362,363
mixed derivatives, 98
modified equation, 239
modified Euler method, 43
momentum conservation, 351
momentum conservation equation, 351
monotone method, 258
monotonicity preserving method, 255
multi-step methods, 50
multiplicative Schwarz method, 270
natural boundary condition, 192
Navier-Stokes (NS) equations, 19
Navier-Stokes equations, 352
Neumann-Neumann method, 286
Newton polynomial, 5
Newtonian fluid, 351
nodal point, 118, 169
non-dimensionalization, 354
nonlinear stability, 251
nonoverlapping DD method, 277
numerical flux function, 246
one-sided 2nd-order FD schemes, 382
optimal step length, 134
order of accuracy, 224
orthogonal polynomials, 373
outer bordering, 95, 294
overlapping Schwarz method, 269
parabolic equation, 16
Parseval's identity, 72, 359
partial pivoting, 112
PCG, 139
PCG-ILU0, 321
Peclet number, 79
permutation matrix, 117
Petrov-Galerkin method, 159
phase velocity, 241
pivot, 112
Poincaré inequality, 202, 207
point relaxation method, 129
polar coordinates, 366
polytropic gas, 232
positive definite, 168
preconditioned CG method, 138, 139
Python code, 144, 203, 260
quadrature, 375
quasilinear elliptic equation, 359
Rayleigh-Ritz method, 159
red-black coloring, 284
reducible matrix, 117
reference element, 189
regular splitting, 122, 140
regularity estimate, 173, 361
relaxation methods, 122, 129
relaxation parameter, 126
Reynolds number, 355
Reynolds's transport equation, 350
Ricker wavelet, 340
right-hand rule, 380
Robin method, 287
row-wise point ordering, 106
Runge-Kutta methods, 40
Runge-Kutta-Fehlberg method, 46
SAM, 266
Schur complement matrix, 280, 282
Schwarz alternating method, 266
search direction, 132
second-order Runge-Kutta method, 41, 43
semi-implicit method, 83, 303
SIP, 140
SOR method, 123, 126, 151
space-time slice, 57,213
SPD, 275
specific heat, 232
spectral radius, 116
spectrum, 116
spherical coordinates, 367
spline, 159
spring-mass system, 47
stability, 27, 69, 220
stability condition, 74
stability theory, 27
state equations, 232
steepest descent method, 133
Steklov-Poincaré interface equation, 280
Steklov-Poincaré operator, 280
step length, 132
step-by-step methods, 32
stiffness matrix, 188
Stokes's equations, 355
Stokes's theorem, 380
strain tensor, 352
stress tensor, 351
strong maximum principle, 362
strong minimum principle, 362
strong stability, 27
strongly connected, 152
strongly connected directed graph, 119
strongly hyperbolic, 210
strongly implicit procedure, 140
subharmonic function, 361
successive over-relaxation method, 126
super-convergence, 203
superharmonic function, 361
symmetric positive definite, 132
symmetric positive definite matrix, 275
symmetrization, 95
Taylor method of order \(m, 38\)
Taylor series approach, 10
Taylor's theorem, 2
Taylor-series methods, 33
three-term recurrence relation, 373
total variation, 252
total variation diminishing method, 254
total variation stability, 252
transmission conditions, 278
traveltime ABC, 341
trial functions, 163
trigonometric formulas, 379
truncation error, 62
TV model, 21
TV-stability, 252
TVD method, 254
unconditional stability, 226
unconditionally stable, 83
unconditionally unstable, 81
upwind scheme, 244, 248
vanishing-viscosity approach, 235
variational formulation, 154
variational problem, 155
vector identities, 379
von Neumann analysis, 70, 72, 222
wave equation, 18
wave number, 240
waveform ABC, 342
weak formulation, 154
weak maximum principle, 362
weak minimum principle, 362
weak solution, 236
weight function, 163
weighted residual approach, 159
well-posed equation, 16```

